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Executive summary

This report focuses on providing the necessary information and methodologiesddelling the possible
attack strategies used by threat actors of particular profiles in selected types of eytaemks targeting at
devices, networks andritical information infrastructure¢ClIs). Since the ecosystem of 10T devices is highly
heterogenous, based on devices with different characteristics and processing operatisystematic
approach to model attack strategies of several forttaking also into account the various capabilities of the
potential attackerst becomes prerequisite for the process of adopting and evaluating the proper mitigation
measures with respect to the relevant risks.

Towards efficiently modelling the attack strategies, there exist numerous applications thataaset to
acquire the necessary information, whilst there are also several risk management approachesvéiahe
sotcalled Graphical Security Models constitute important primitives for efficiently represethiingarious
attack strategies; they are based on input information (i.e. software weaknesses, misconfiguraigmsk
connectivity etc.) to identifyt via employing appropriate algorithmisthe possible attack steps that can be
executed, as well as the relevant consequence. Appropriate Graphical Security Modelsaonaljoal for
developing a systematic risk management, thus resulting in appropriate mitigation measures.

The present deliverable surveys all the available tools and methodolfagiasconcrete modelling of attack
strategies, performing a comparative study in terms of wifined criteria. These tools and methodologies
include: i) tools for information acquisition (network topolodgypst connectivity, vulnerabilities), ii)
description of graphical security models, iii) methods for feeding these modéls the information
obtained, iv) tools and algorithms for building and utilizing such models, v) risk managappeoaches, as
well as vi) tools for enforcing mitigation. By these means, a systematic agpto efficiently model the
possible attack strategies towards adopting appropriate defensive actions in relationheittkelihood of
the attacks is being constructed. Practical realistic examples in the framework of thetOylstiuse cases
are also described, whilst relevant simulation environments are also discgsedutput of this deliverable,
based on the aforementioned analysis, is the description of the relevant approackilhaéie followed in
the framework of the CybeiTrust project.

The deliverable provides a thorough analysis of tools and metfgd® S Z ((] ] vs u} oo]vP }(
strategies in the context of CybéFrust; it is therefore quite technical by nature. We believe that readers
with atechnical background will find the presentation quite comprehensive and theysisaccurate and
complete. Non-technical readers might have to skip more technical parts, especially therifirgt reading.

Copyright Cyber tTrust Consortium. All rights reserved. 12
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1. Introduction

The CybetTrust project aims to develop an innovative cyhifireat intelligence gathering, detection, and
mitigation platform to tackle the grand challenges towards securing the ecosystdaT afevices. These
challenges rest with the special structure of loT networks, that is heterogeneous connecteegsdevi
computers, laptops, smartphones, and tablets, as well as, embedded devices and dsrmwuraunicate via
exchanging large volumes of data. For example, security issues occur from emlamidces and other
legacy hardware, whose flawed design or their poor configuration allows ther tyriminals to compromis
them in order to mount a successful attack. Therefore, it is of high importangaitkly detect, effectively
respond to and mitigate sophisticated cyhlattacks. To this goad systematic approacto model several
attack strategies becomes essential, so as to properly identify the possible weakoé#isesystem, the
relevant risks in relation with the probability of an attack being successful, Aasvitle effective measures
that need to be taken towards addressing these security issues, both proactively and rgatttigaés a nor
trivial task, taking into account the inherent complexity of the system, as wethadact that new
vulnerabilitiest and, thus, relevant risksare constantly arism

1.1 Purpose of the document

This document aims to provide a modelling of attackers and attack strategies with respettmdial cybert
attacks targeting at any part of the Cyk&rust platform (devices, networks and ClIs). Such a modelling will
in turn allow for developing appropriate mitigation measures, being either proaotiveactive.

More precisely, a proper identification o83 | E+[ % E}(]Jo « ]« <+ waddressihy théceciify o C
threats, as well as in appropriately responding to cheS e X }veSEW S]vP §SS st vililM|[ %o E }(
considering the attacker as an entity with varying (depending on the profile) corstragsources, like

budget, tools, etc., aiming at exploiting vulnerabilities of any kind to miaei his profit (access level, degrade

QoS, etc.). Depending on the profile, some attack strategies will be more probablettieas. Therefore,

the attack strategies should be modelled in a systematic way to confront.terthis end, there are known

tools to model the attack strategiesthe most prominent being attack trees and attack graphs. These tools
allow for presenting the possible paths that an attacker of any kind might follow fips$sian adaptive

manner) towards achieving his goals, whilst they also provide informatiowlaat needs to be done to
alleviate security issues.

Utilizing appropriate tools to model attack strategies necessitates collecaappropriate information,
including information on the network topology, on reachability amongstessv nodes/devices (e.qg.
information on firewall rules), as well as on devices/software vulneradsilitivhich in turris contingent on
*CeS u[* 0 u vSe }Vv(]PuHE §]psoKinfamaton sholid fomehow feed the attack model,
which will be developed in terms of appropriately estimating and combittie satcalled preconditions that
must be met with respect to exploiting specific vulnerabilities, as well as thealled postconditions

JEE *%}v JVP 8§} §Z lve <puv ¢} UEE v ¢ SZ S elu SY tuEE[ S
modeling tools for attack strategies allow for performing a risk analysis onwbealb system, taking into
account the relevant vulnerabilities and their corresponding probabilities of occurtieraanjunction with
their impact. These systematic procedures allow for properly identifying and evalyeatgsiple weaknesses,
which in turn result in making proper decisions with regard to the secorégisures (mitigation steps) that
need to be implemented.

This document presents an overview of the available methods to model astaategies, whilst it also
surveys the suitable software tools of any type that can be used within the frankesiche CybetTrust
platform towards implementing such methods. In this context, typical scesafipotential attack strategge

in the CybetTrust use cases are also given. The ultimate goal is to define a specific approach that will
adopted in the case of the Cyb@irust platform, taking into account its special characteristics and
requirements.

Copyright Cyber tTrust Consortium. All rights reserved. 13
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1.2

Relations to other activities in the project

The computation of the cybdattack security model, quantifying the impact of the corresponding mitigation
actions, is an essential building block towards achieving security of the owdsalltTrust platform; this is

also reflected in the Cybéfrust use case scenarios in D2.3. To this end, this document will provide useful
input to task T5.3 that focuses on building an autonomous cidefense framework to cope with intelligent
cybertattackers, as well as to tasks T6.2 and T6.3 which rest with developingcgeeb for detecting and
mitigating attacks. It should be also pointed out that, in practice, computing the t¢sttack security model

is strongly related with the cybdthreat landscape, which has been reviewed and analyzed in T2.1.

1.3

Structure of the document

This document consists of nine sections, including the current introdustection. More precisely, the
structure of the document is as follows:

f

Section 2 briefly describes the overall methodology adopted in the present docurbeards
deriving the specific approaches that will be adopted in the process of efficiently mgdtikn
attackers and attack strategies with respect to potential cyhtacks targeting at the CybéFrust
platform.

Section 3 analyzesin terms of evaluating their specific characteristics via a comparative gttty
available methods and tools to handle the appropriate informatsmguisition and exploitation
within the CybetTrust platform, so as to subsequently perform ttisksed cyber threat mitigation.

Section 4 provides an overview and a comparative study of thealedGraphical Security Models
(GrSMs), which constitute a powerful tool for carrying out a systematic analyséecofity
weaknesses of systems and evaluating potential protection measures againstatydekers.

Section 5 describes the known software tools for exploitittgck graphs(which seem to be the
most prominent GrSM), in conjunction with their underlying algorithms, whilsseudsion on their
applicability in the context of the Cyb#ifrust is also provided.

Section 6 provides a comprehensive review on risk management and attagktioiti approaches,
focusing on the information systems level so as to address the needs ef tTylst project. A
detailed study of the available mitigation tools is also given.

Section 7 focuses on a classification of the attackers, describing for each case thaittral@ilable
resources as well as the skills needed towards mounting dgltacks.

Section 8 presents specific examples of attack strategies in the context of thetOylstuseicases
to illustrate the importance and applicability of the previously described metroaies. These
examples are based on typical (realistic) network setups in the domainteddst, taking also into
account specific (potential) characteristics on the devices, OS and services, versions setesstod
on relevant simulation environments is also given.

Finally, the main conclusions obtained are summarized in Section 9.

Copyright Cyber tTrust Consortium. All rights reserved. 14
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2. Methodology

Securing a network from advanced cyletacks is a primary concern for IT security officers. Such attacks
have become more frequent and even more sophisticated due to the vast numhetwadrked devices and

the security problems arising from embedded and legacy hardware. Even though the critgtalins large
corporate or asmalltoffice, homeoffice (SOHO) network-5Z o §8 G ]JvP u}vP S§Z % E}i
domains) are protected by firewalls, vulnerabilities that exist in other deyfoas which the critical assets
are reachable) can be used as pivot to laumliti tstage correlated attacks. This was already highlighted in
the description of task T2.4, where the need was identified for modeling ¢ylie$ | &rafegies via
graphical security modéiGrSM) like attack trees and attack graphs.
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they identify the vulnerabilitieon a per host basignd thus they areunable to detect sophisticated
correlated attacks that usually occur in complex and dynamic environmentgteséase of I0T. In addition,

not many automated penetration testing tools, which are employed in typical networkisganalysis, are

available for the active security/risk assessment of devices. Therefore, in ordet # holistic view of a

v § A} aehkh statusthe security officers need to take these correlated attacks into consideration. The
approach considered in Cyb#irust, i.e., to assess security via GrSMs requires a number of steps that are
illustrated in Figure 2.1 (where perstelass and assetslass actors presented in deliverable D2.3 have been
included t see also Table 2.1 for u %0 % JVP }( SZ Joopu*SE S %o EapsekelassBEBY. %o E }i
this involves the consideration of the following aspects:

f acquiring information about a network and A] «[ A |bditlesE
f u} o]JvP 8§Z J(( & vS SS | » v E]}el% SZ« SZ § SS | E+[ u]PZS (}
f recommending mitigation actions in an intelligent way.

Table 2.1. Mapping of processes to Cyba&E g asdetclass actors

Processs Responsible assdtlass actors

Information acquisition [AO3] Monitoring service
[A16] Profiling service

Attack GrSM modeling & [AO5] Trust management system
Attack graph generation [A13] Smart gatewayRISapplication

[A14] Smart deviceRISapplication
Risk assessment [AO5] Trust management system
iIRS mitigation [A13] Smart gatewayRISapplication

[A14] Smart deviceRISapplication
Mitigation enforcement [A04] Cyber-defense service
Crawling [A10] Crawling service

Our goal is tdeverage opersource scanning tools that gather vulnerability and other network information
C pe]vP 3§z #ndEHad \Ai[rerability databasgVDB), and use them to generate attack graphs for

delivering advanced security assessment and intelligent mitigation strategieslying on theintelligent

intrusion response systefiiRS). The mitigation actions that will be output from the iIRS will consideniyot

the attack grapH sproperties, but also the security gains and impacts that an action widl fiavhe long

§ Eue }v Vv SA}EI[s « pE]sapdthedpredefindd witigafoXpslicies of organizations. The

block diagram illustrated in Figure 2.1 utilizes the following as$®ts actors of Cybéfrust 6eeD23):

f Information acquisitionrefers to the collection of information related to a network that is stbie
the network architecture and assets repository [A16] and the profile database [A17].

Common methodologies probing hosts for open ports, identifying runaarvices/applications, and
performing vulnerability assessment (i.e., determining, quantifying, and rgnkimerabilities) will

be used to obtain information about list of hosts and services, ttoghost connectivity, sources of
attack, and goals of attack. Vulnerabilities will be correlated with eVDB [A07] to get an extended set
of information.

f Attack GrSM modelingakes as input all the information collected in the previous step in order to
represent the cybetattacks (realized by exploits) in a machireadable form.
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This step is carried out by a module shared byttiist management systeriTMS) [A05] and the
iIRS [A13, Al4] since it is subsequently used for dynamic risk assessmdentelligent mitigation
respectively. The available exploits are commonly modeled as a set of precosditiecessary for
triggering an exploit) and postconditions (the effe¢gté v A % 0}]35[3y. £ uS]}v

f Attack graph generationthis is where the actual attack graph is generated by using specialized and
efficient algorithms able to determine all possible attack paths that an attaclghtrfollow in order
to achieve his goals.

f Mitigation actions computationsuch actions are computed in a proactive manner (by conducting
risk assessment) and reactive manner (via the iIRS) by considering the usu&bfirbéeveen the
level of security enhancements (gains) and the cost of mitigation (impact).

The output of this work will be the concrete process (and the tools to be usenjddeling attack strategies
that attackers of a profile might follow in the course of a cylagtack as a response to defensive actions
taken. This deliverable will provide input to tasksZit3 and T6.23 to help defining the defensive actions of
the IoT devices. In the subsequent sections, we describe these steps in more detail.
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3.

Information acquisition

This section discusses the methods and tooling that are available to handle fteeerdi phases of
information acquisition and exploitation within the Cyl&rust platform, so as to performsktbased cyber
threat mitigation. More specifically:

1.

3.1

The CybetTrust platform needs to have available the list of devices that are withiroitsath of
protection. To this end, tooling for identifying active devices within this a@iorns required. Besides
the plain identification of individual hosts and their addresses, a multitude of additinformation

can be exploited to better assess vulnerability and threat levels, includingonettopology
(including subnets and devit® tsubnet mapping), operating systems running on the devices and
their versions, host reachability, services running on the devices and #rsions etc. Furthermore,
the risk level that a device is exposed to due to the existence of some threat is clearly depemdent
the potential of the threat agent to reach the vulnerabilities of the device. Takingaittount that
routing rules or defense measures may preclude packets originating from a specifio heath a
specific device or service, it is evident that host and service reachabilityaddiional piece of
information that must be collected. Secii®@.1 reviews the available tools and their features.

Threat agents seek to exploit device vulnerabilities, to achieve breaches. Thereforgh#ré¢Tust
platform needs to maintain a comprehensive list of the vulnerabilities appédabkach device it
protects, in order to both take automated astisto disrupt attempts exploiting these vulnerabilities
and also raise appropriate awareness events for the device owners and tTyir platform
operators. The available tools for vulnerability scanning are examined in 15620 and their
suitability for the context of the Cybédfrust platform is assessed through a number of criteria.

In order for an exploit targeting a specific vulnerability to succeed, cepgegonditionsmust
typically be met. This extends beyond simple network connectivity toaigeet device or reachability
to the target service, and may include aspects such as holding some levalilegps (to achieve
privilege elevation/escalation) or even knowledge (on the attacker side) regarding the séhates
run on a device, their version and configuration. The conjugate to preconsditegarding attacks

are thepostconditionswhich correspond to the consequences inflicted when some attack succeeds.

When preconditions and postconditions are known, attacker strategies may be modsiag
graphical security models (see Section 4), which can be used to predict an aftéehkexvior and
effectively select and apply the proper defense and mitigation measures. Howasefai, the
identification of the pret and posttconditions is a key bottleneck in the usability and effectiveness
of these graphical security models. Considering these aspects, ways to acquire inteliggmdang
exploits, particularly focusing on preconditions and postconditions are examirtgeciion 3.3.

Finally, the CybeiTrust platform should be able to mitigate threats, both via proactive readtive
measures. Information about therominent reaction methods may be present in various sources,
including vendor product and patch pages, vulnerability databasesrats information is typically
listed in free text, in nostandardized formats, and in varying levels of detail, thus, encumbering the
use of automated methods for its identification, extraction and use. Morea¥wer,application of
certain measuregesecially reactive onesmay have effects on the value of the protected assets,
e.g., demote availability while limiting access to a service to gagaihst more grave effects. The
means to mitigate attacks and the issues to be tackled in this process are preseStsttion 3.4.

Network topology and host connectivity

In this section a number of tools will be presented and compared based on a lisaraictdristics; these
include both functional capabilities related to gathering informatioroatba target network and noh
functional ones, such as the license. The features are presented in Table 3.1 below.
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Table 3.1. Features against which network topology and host connectivitydomlcompared

Feature Possible Description
values
Active hosts X/t Identification of hosts that are active within the scanned
networks.
Reachability X/t Identification of hosts/services that are reachable within the

scanned networks.

Network topology X/t Extraction of network topology elements, focused on
segmentation of the network in subnets, presence of
interconnecting routerns and host membership in identified
subnets.

Existence of Ul and/or = Texual Description of the ways that the tool presents information to tt
visualization capabilities' description user and generally interfaces with users; command line and
graphical Uls are examined, as well as visualization capabilitie

Output formats Textual Different ways that output formats can be stored (e.g. CSV, X
description are examined.

OS and version X/t Whether the tool can determine the OS that enumerated host:
run, as well as their versions.

Active ports X/t Whether the tool can identify the ports that are open in
enumerated hosts.

Services and versions | X/t Whether the tool can determine the services listening to the
open ports, as well as their versions. Note that this goes beyo
simple lookup of port numbers in lists of widhown service port
assignments here we consider lookup of service or protocol
signatures within the data returned by the service in response
suitably crafted requests.

Analysis of log files vs.  Textual This feature pertains to whether the tool needs to actyel

active scanning description monitor and analyze network traffic, or whether it can read an
process traffic data captured in respective files (typigadigpt
type files, but other file types can be used) resulting thus in an
offline analysis scheme.

License Textual The license under which the software is made available; this
description ' includes fees/price, the ability to create derivatives and the
license scheme that derivatives should/can be made available

The marksZ yfd Z tdorrespond to Yeand No respectively; if such ipffEu $]}v ]J* v}8 A Jo o U §Z]e ] v}$

In addition to the above, a number of reconnaissance tools is presentedthantitatures of interest are
illustrated in Table 3.2.

Table 3.2. Features against which reconnaissance tools are compared

|

Feature Possible values Description

1 https://www.iana.org/assignments/servicmamestport thumbers/servicgnamestport tnumbers.xhtml
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Domain and subdomair X/t

names

IP addresses

Virtual hosts

Open ports, services,
banners

Target spec

License

Etmail addresses and
%0 }%0 [ V U *

OS and version
Applications and their

components

Ul types

Output options

X/t

X/t

X/t

Textual
description

Textual
description

X/t

X/t

X/t

Desktop
Command liné
Webtbased

Textual
description

The capability of the tool to gather domain and subdomain
names associated with scan target.

The capability of the tool to gather a list of IP addresses
associated with scan target.

The capability of the tool to identify virtual hosts running on
web servers of the scan target.

Whether the tool is able to scan the target network for oper
ports, identify the services listening to those ports and anal
banners presented by the services.

The list of information items that the tool is able to gather.

The license under which the software is made available; thi
includes fees/price, the ability to create derivatives and the
license scheme that derivatives should/can be made availa

Whether the tool is able to gatherteail addresses and
names of persons associated with the scan target.

Whether the tool can determine the OS that enumerated
hosts run, as well as their versions.

Whether the tool can identify the applications used in the st
target and their components.

Description of the ways that the tool presents information tc
the user and generally interfaces with users; command line
desktop and weltbased Uls are examined.

Different ways that output formats can be stored (e.g. CSV
XML) are examined.

The marksZ yaphd Z tdorrespond to Yemnd No respectively; if such information is not available, this is noted @ith

3.1.1

List of tools considered

In the following sections a namxhaustive list of eighteen available (known) tools is presented; theshe

network topology and host connectivity tools Nmap, Angry IP scarmhaicornscan, Dipiscan, Masscan,

Scanrand, Zmap, NetCrunch tools, MyNet toolset, LanTopoLog, Spiceworks networkgnalmtwork-
Miner, PcapViz, and Skydive, along with the reconnaissance tools Maltego, Netglulmsaiehipster.com.

3.1.1.1 Nmap

S

Nmag, abbreviation of network mapper, is an optsource software for network discovery and security
testing. It is widely used from network administrators and penetration testersalsotfrom malicious users.
Its most common usage is port scanning; however, it has a lot more to offertthan t

Nmapsends specially crafted packets in order to determine which devices are active on therkethe
services and their version running on these devices, their operating system and wwbatfksecurity

measures are deployed in the network (IP/packets filtering, firewalls, etc.). Furthernmoeg][ «
are extended by the usage of the NSE (Nmap Scripting Engine), which is a cafesttigts for vulnerability

%0

scanning, default credentials detection, advanced service detection and many more.tiAd| albove ae

2 https://nmap.org/
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supported by a large community and updated regularly. NSE allows integration ofndnsade scripts
written using the LUA language in thmapfunctionality and can be plugged into the processes of network
discovery (to provide more information about existing network elementsjsion detection (for more
elaborate version identification), vulnerability detection (leveraging the basidditfis bundled into nmap)
and backdoor detection (for more sophisticated detection of backdoors). NSkecalso used to perform
vulnerability exploitation, a feature typically used in penetration testing, alfionot envisioned to be used
in the context of CybetTrust.

Nmap was initially designed for Linux operating systems, but now\iitahle for many popular operating
systems including Windows and Mac OS X. As mentioned ahowey can also perform vulnerability
scanning. For more information the user is referred to Section 3.2.

X

Services and versions P

S5t DRI Zenmag; nmapscan.pl T AENE S el ilESE S Active scanning,
visualization'capabilitieSge1 ol g[ol[Vs [ active scanning Analysis of log files
visualization (Zenmap)

capabilities; fe3el
o

visualizes network
structures collected by
nmap
Angry IP Scannfis a widely used opetsource and multtplatform network scanner. It is extensible through
plugins and very usdiriendly. It is used by network administrators, penetration testers and soltsn.
capabilities include but are not limited to port scanning, active hastavery, host and domain name
detection and services/version detection. Furthermore, anyone with Javingdshowledge can extend its
functionality by writing plugins. Additionally, Angry IP Scanner offers variapsitoiormats. Finally, it is
considered to be really fast because of its mititreaded approach, where a separate scanning thread is
created for each scanned IP address.

Network topology X (both builttin and
nmapscan.p)

Output formats Redirection of
standard output, XML,
Grepable, Script kiddie

3.1.1.2 Angry IP scanner

Active hosts X OS and version X

Reachability X Active ports X

Network topology X Services and versions 4

Existence of Ul and/or (LR ] R ul)] ApEWVER e Rl ESRVER Active scanning
visualization capabilities

active scanning

3 https://github.com/tedsluis/nmap/blob/master/nmapscan.pl
4 https://nmap.org/zenmap/

5 https://sourceforge.net/projects/fe3d/

6 https://angryip.org/
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Output formats CSV, TXT, XML tHort License GPL v2
list

3.1.1.3 Unicornscan

Unicornscahis an information gathering and correlation engine built for and by nembf the security
research and testing communities. It is an attempt at a Waed Distributed TCP/IP stack. Some abilities
include, asynchronous stateless TCP scanning/banner grabbing, asynchronousolspezific UDP
scanning and active and passive remote OS, application, and component identifibgtianalyzing
responses. Additional functionalities inclugeap file logging and filtering, relational database output,

custom module support and customized d#gat views. It is available for Linux, BSD, Solaris and Mac OS X.

Active hosts X OS and version
Reachability t Active ports
Network topology t Services and versions B4

Existence of Ul and/or [ ApEVER el Rl ESRVER Active scanning
visualization capabilities active scanning

Output formats Stdout redirection to License GPL v2
log file, relational
database, pcap file
with received packets

X X

3.1.1.4 Dipiscan

Dipiscaf is a portable network scanner for Windows devices to run scans on their local arearkdow
detect network devices. For every device detected some information is givavailable, some of the
information returned includes, NetBIOS name, DNS name, Domain, and OS. It hh8ithéo scan by IP
range, NetBIOS name and DNS name. Additionally, it provides a trace route functionality

Active hosts X
Reachability X

Network topology

OS and version X

Active ports t

SlEvlecsic e e sl X (NetBIOS only, whenr
user rights permit so,
through the Windows
service management
console)

Existence of Ul and/or g4 ApEWER il Rl ESRVER Active scanning
visualization capabilities active scanning

Output formats TXT License Freeware

7 https://tools.kali.org/informationtgathering/unicornscan/
8 https://www.dipisoft.com/
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3.1.1.5 Masscan

Masscaft is a port scanner and is considered to be the fastest one. Its regular output is similar to that of
nmap, but internally it uses asynchronous transmission. It also uses a custom TCP/IP stack.

X

—

OS and version

Active hosts

X

Reachability Active ports

Services and versions B4

—

Network topology

Existence of Ul and/or i AENERR e ilESEE Active scanning
visualization capabilities active scanning

Output formats XML, binary, grepable, [ Ele=ii AtGPLU3
JSON, list

w
=
[EEN
(<2}
n
O
Q
>
=
Q
>
o

Scanranéf is a network scanning tool designed to scan large networks very fast. It createstmetely

separate and disconnected processes; one that sends queries and one that receivessesspod
reconstructs the original message froZz & SuEv }vs v§X 13]}v ooCU 82z E ]A
retain state, it works by using a stateful protocol (TCP) in a stateless way.

—

Active hosts X OS and version

X

Reachability X Active ports

Network topology X (distance from Services and versions [
scanning host)

Existence of Ul and/or [ AEWVER el Rl ESRVER Active scanning
visualization capabilities active scanning

Output formats Dump in SQL databas | HleEipil= BSD original

3.1.1.7 Zmap

Zmag! is an opertsource network scanner developed as a faster alternative to nmap. It can conduct
Internet twide network surveys efficiently, more specifically it is claimed to be able to scan the extre IP
address space in under 45 minutes. Zmap uses what is called cyclic multiplicative, grbigh allows it to
scan roughly 1,300 times faster than nmap. However, its functionality is limitedrapared to nmap;
external applications can be used to supplement it.

Active hosts X

Reachability t

t

Active ports X (typically a single
port is scanned;
invoking the tool
multiple times can be

9 https://github.com/robertdavidgraham/masscan/
10 hitps://www.darknet.org.uk/2007/12/scanranddownloadtstatelessttcp tscannenwith tsyntcookies/
1 https://github.com/zmap/
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Network topology

Existence of Ul and/or [
visualization capabilities

Output formats Stdout redirection,
CSV, Redis, JISON

3.1.1.8 NetCrunch tools

used to enumerate
ports)
Slepvlesic e W sl X (via external banner
grabbing applications)
ApEWAR il il SRV Active scanning
active scanning

NetCrunch tool¥ is a free network tools collection which provides a Ul and runs onlis. It provides

three categories of tools, thieasic IP toolsvhich include tools like Traceroute and DNS Info stitenet tools

which include tools like MAC resolver and Subnet Calculator anddaenerswhich include tools like

network service scanner and open TCP port scanh&r. } *v[S }(( E VvC A %}ES }%S]}veX dZ
to use but requires a registration.

Active hosts ‘ X

Reachability ‘ X

Network topology ‘ t

osandverson B
‘ Active ports X
Senvicesendversions B

Existence of Ul and/or [
visualization capabilities

ApEWVAR el Bl SISV Active scanning
active scanning
Output formats t License adremsoft.com/netcru
nch.tools/eula/
3.1.1.9

MyNet toolset® is a free network mapping toolset provided by AdRem. It detects all theanktnodes

connected to the local network and displays them in a graph. It also scans eacliongagular services
that might be running. It provides more details for each node including name, DNS, NMA&ndddress. For
each node there is an option to access a set of network tools: ping, traceandemorelt runs on Windows.

MyNet toolset

Active hosts ‘ X

Reachability ‘ X

Network topology ‘ t

Existence of Ul and/or B
visualization capabilities

Output formats ‘ t

12 https://www.adremsoft.com/
13 hitps://www.adremsoft.com/mynettoolset/

osandversn B
‘ Active ports t
 Senvies and versions B

AEW AR el T SSVEE Active scanning
active scanning

‘ License Freeware
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3.1.1.10 LanTopolLog

LanTopoLdd is an application that provides physical network topology discovery base®&NMP,
visualization and monitoring. It provides many functionalities indgddetection of new devices and
notification of the event, redtime device status monitoring, web browstbiased access from anywhere in
the network and visualization of the topologguns on Windows.

x
Active ports t
t

ApEWVAR iRl ESRVER Active scanning
active scanning

License Shareware; the free
version disables some
features after a
specific period of time.

Active hosts
Reachability
Network topology

Existence of Ul and/or
visualization capabllltle

X X X X

Output formats

3.1.1.11 Spiceworks NM

Spiceworks NM (network mappirigls a network mapping and management software. It provides a graphical
interface where a complete and customizable map of the network is presented. Sdmdeztures includ
analyzation of the bandwidth usage between the nodes, device details and networdem®bliagnostics.
Runs on Windows.

Active hosts X
Reachability X Active ports X

S EEeEo ROl X (browser based) ApEWVER el Rl ESRVER Active scanning
visualization capabilities active scanning

Output formats A number of reports is A Free after registration
available, which can b
saved in CSV, XLS an
PDF

osmaiversan [

3.1.1.12 NetworkMiner

NetworkMiner® is an opernsource network forensic analysis Tool that runs on Windows, Linux, Mac OS X
and comes in free and professional editions. It is able to detect operating systessgns, hostnames, open
ports etc. by using passive network sniffing and packet capturing without puttng aific on the network.

It can also perform offline analysis wiplacket capturgpcap files as input.

everons (05 averson

14 https://www.lantopolog.com/
15 https://www.spiceworks.com/fregnetwork tmappingtsoftware/
16 htps://www.netresec.com/?page=Networkminer
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Reachability t Active ports X

Network topology t Services and versions 4

Existence of Ul and/or B4 ApElVER el Rl EERE Analysis of pecap files
visualization capabilities active scanning and passive scanning

Output formats Exportto CSV / Excel [ Ele=s GPLv2; paid version
XML / CASE / JS@ND option
(paid version only)

3.1.1.13 PcapViz

PapViz’ visualizes network topologies and provides graph statistics based on peap Mibkes the
determination of key topological nodes and data exfiltration attempts eagiagrongst others, its features
include: (a) dawing of network topologies (Layer 2) and communication grdphger 3 and 4); (b) inclusion
of country information and connection stats in network topologiaad (c) collection of statistics, such as
most frequently contacted machines.

Active hosts t OS and version t

Reachability X Adive ports t

Network topology X Services and versions [

S e CliEqells X GraphViz, dot) ApEVER e Rl SR Analysis of pecap files
visualization capabilities active scanning

Output formats output redirection License N/A

3.1.1.14  Skydive

Skydve'® is an open source retime network topology and protocols analyzer that collects, stores and
analyzes the state of network infrastructure and the flows going through this infrastructure. Fudherm
Skydive is SDNPv}e3] U AZ] Z u ve ]Bon}SPW[Sol@Eors but provides a way to collect
information from SDN controllers. Its core features include:

Capture of network topology and flows.

Full history of network topology and flows.

Distributed architecture.

Support for VMs and containers infrastructure.

Unified query language for topology and flows (Gremlin).
REST API.

~h R R ~—h —h —H

Skydive is composed of two components, namely the Skydive Agent and the SkydyzerAidle Skydive
agents collect topology information and flows and forward them to a central ageritfttrer analysis. All
the information is stored in an Elasticsearch database.

Active hosts t OS and version t

Reachability X Active ports t

17 https://github.com/mateuszk87/PcapViz
18 http://skydive.network/
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Existence of Ul and/or B4 ApelER il RilEsEE Collection and analysis
visualization capabilities active scanning of log files

Output formats All facilities provided License Apache 2.0
by Kibana and other
Elastic search clients

3.1.1.15 Maltego

Maltego™ is a network reconnaissance and data mining tool that gathers informatiom dpen sources and
visualizes it in a graph. It can analyze relationships between inform#tatris publicly accessible on the
Internet, e.g. footprinting Internet infrastructure and finding information peopled organizations. The
connections are found using OSINT by querying sources such as DNS recoisiseedids and social
networks. Additionally, it can import/export the graph result in many format¥(&&S, PDF, image formats).

It is available in both free and paid versions.
Domain and X Etmail addresses and ¢
subdomain names %0 }%0 [ V U °
osendversion |8

IP addresses ‘ X
Applications and their B4
components

Virtual hosts
Open ports, services, B¢ Ul types Desktop
banners
Output options CSV, XLS, XLSX, PDF

Target spec Domain, DNS Name,
image formats,

IPV4 Address, MX
Record, NS Record, GraphML, Entity Lists
Autonomous System

(AS), etc.
License Community and paid
editions

3.1.1.16 Netglub

Netgluly® is an opensource data information gathering and data mining tool that presents the information
gathered in a graph that is easily understodl.E S] o0 C U FEdiiscesalterpdbvevtdo Maltego, but has
limited documentation. It does [ Z A eu((] 1 v8 } pu v 3]}vU 18 Jev[8 u Jv38 Jv %o

functionality than Maltego and it is less ug@&iendly.
Domain and X Etmail addresses and [
subdomain names %0 }%0 [ V U °

19 https://www. paterva.com/web7/
20 hitp://www.netglub.org/
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Applications and their
components
Ul types Desktop

Output options CsVv

Virtual hosts X
Open ports, services, t
banners

Target spec Domain, DNS name, li
address, IP
subnetwork, URL,
website, MX record,
NS record, email
address, person,
phrase

D cru: I

3.1.1.17 Dnsdumpster.com

DNSdumpster.cofis a free domain research web application that can discover hosts relateddmain.
It is able through DNS lookup and crawling to find extensive information retateddomain./3 } ev|[3§
document all its capabilities, so the following table has been filled based on tests that we have performed.

Domain and X Etmail addresses and [

subdomain names %0 }%0 [ V U °

Virtual hosts Applications and their [
components

Open ports, services, [P Ul types Webtbased

banners

Target spec ‘ Domain ‘ Output options XLSX

Spiderfoot? is a comprehensive reconnaissance tool. It gathers intelligence from more than 100dawblic
sources (open source intelligendeOSINT), collecting a multitude of elements that include IP addresses,
domain names, émail addresses, names etc. A scan is created by picking the desired targets and the
intelligence data to be gathered; a number of typical bundles of inégltig information is conveniently
packed into respective use cases, while desired information can be tailored in detail by ingigeéledting
specific items. Spiderfoot is available under GPL v2, some modules howedearegéstration (and possibly
payment) to work. Spiderfoot is mostly interactive, with limited possibilities for autamati

License Free, with limitations
on the number of
searches. Membershif
is required to
overcome limitations.

3.1.1.18 Spiderfoot

21 https://dnsdumpster.com/
22 hitps://www.spiderfoot.net
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Domain and subdomairjp:s
names

IP addresses ‘ X
X

Virtual hosts

Open ports, services, B¢
banners

Target spec Domain, DNS name, I
address, IP
subnetwork, email
address

N o v

3.1.1.19 ReconDog

Etmail addresses and ¢
%o }%00 [ V U °

OS and version X

Applications and their D¢
components

Ul types Webtbased

Output options CSV, GEXF

(7214

(V518

ReconDo$ is an opertsource reconnaissance tool, made available under the Apache 2.0 license. It exploits
external databases and locally driven searches to collect a multitude of information about its scats.térg
does not provide a graphical user interface, being comnthne oriented. It is capable of collecting DNS and

IP information, performing port scans or gathering the relevant information frloenCensys.io databases,

detecting web application technologies and CMSs, as well as identifying honeypots.

Domain and X
subdomain names
IP addresses ‘ X

Virtual hosts t
Open ports, services, Y
banners

Target spec Domain, DNS name, II
address, IP
subnetwork, URLs

3.1.2 Comparative analysis

In Table 3.3 and Table 3.4, we summarize the features of the network topolodyoahdonnectivity tools

surveyed above.

Etmail addresses and [
%0 }%00 [ V U °

osmiverson B

Applications and their B4
components

Ul types Command line

CSV, GEXF

Output options

Table 3.3. Network topology and host connectivity tools comparison (1/2)

Active
hosts

23 https://github.com/sOmd3v/ReconDog

Reachability Topology

OS &

version versions

Active ports Services and
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Nmap X X X X X X
Angry IP X X X X X X
scanner
Unicornscan X t t X X X
Dipiscan X X X X t X (limited)
Masscan X t t t X X
Scanrand X X X (partial) t X t
Zmap X t t t X X
NetCrunch X X t t X X
tools
MyNet toolset X X t t t X
LanTopolLog X X X X t t
Spiceworks NM X X X X X X
NetworkMiner X t t X X X
PcapViz t X X t t t
Skydrive t X X t t t

Tool

Nmap

Angry IP
scanner

Unicornscan

Dipiscan

Masscan

Scanrand

Zmap

NetCrunch
tools

Table 3.4. Network topology and host connectivity tools comparison (2/2)

Ul & Offline result

visualization analysis

Output formats

License

X (Zenmap & @ X Active, online Redirection of standard GPL v2

other tools) via (Zenmap)

X (Desktop Ul) Active scans
only

t Active scans
only

X (Desktop )  Active scans
only

t Active scans
only

t Active scans
only

t Active scans
only

X Active scans
only

output, XML, Grepable,
Script kiddie

CSV, TXT, XML tHert
list

Stdout redirection to log
file, relational database,
pcap file with received
packets

Text files

XML, binary, grepable,
JSON, list

Dump in database

Stdout redirection, CSV
Redis, JSON

GPL v2

GPL v2

freeware

AtGPL3

BSD original

, Apache license v2

adremsoft.com/netc
runch.tools/eula/
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MyNet toolset X Active scans t (results cannot be Freeware
only saved)

LanTopolLog X Active scans Csv Shareware; the free
only version disables

some features after
a specific period of

time.
Spiceworks NM X (browser Active scans A number of reports is  Free after
based) only available, which can be registration
saved in CSV, XLS and
PDF
NetworkMiner | X Analysis of pcap Exportto CSV /Excel/ GPLv2; subscription
files and passive XML / CASE /OS8ItLD option
scanning (paid version only)
PcapViz X GraphViz, Analysis of pcap Output redirection N/A
dot) files
Skydrive X Collection and | All facilities provided by Apache 2.0
analysis of log | Kibana and other Elastic
files search clients

According to the table above, NMAP and AngrylP scanner appear to be offeringastecomplete

functionalities without any limitations, such as running on specific operasiggiems, licensing, fee
requirement or hosting options. Both tools offer the capability to be extended, thus, cover more
functionalities or be tailored to specific needs. Taking the above into atcthese will be the tools that will
be adopted for use in the context of Cyl&rust. Both tools offer however limited capabilitiesr fo
determining the network topology; these capabilities may be supplemented fodiner tools, such as
NetworkMiner. Table 3.5 summarizes the features of the five reconnaissance tools@ehiieSection 3.1.1.

Table 3.5. Reconnaissance tools comparison

Maltego Netglub Dnsdumpste Spiderfoot ReconDog
r.com

Domain and
subdomain names

Etmail addresses
vV %o }%o 0 °
ENES

IP addresses
Virtual hosts

Applications and
their components
Open ports,
services, banners
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- Desktop Desktop Webtbased  Webthased Command
line

Target spec Domain, DNS Domain, DNS Domain Domain, Domain,
Name, IPV4 name, IP address DNS name, DNS name,
Address, MX IP subnetwork, IP address, IP address,
Record, NS URL, website, MX IP IP
Record, record, NS record, subnetwork, subnetwork,
Autonomous email address, email URL
System (AS), person, phrase
etc.
Output options CSV, XLS, XL¢ Csv XLSX CSV, GEXF Standard
PDF, image output,
formats, grepable
GraphML,
Entity Lists
License Community GPL v3 Free GPL v2 Apache 2.0
and paid
editions

Based on the information above, should a reconnaissance tool be needed iarttextcof CybetTrust for
feeding the attack model, then the open source ReconDog seems to be a right, aptiidsst the Spiderfoot
t up to the extent that its license limitations allotwvill be also considered.

3.2 Vulnerability scanning

Vulnerability scanning is the process of assessing a network and itesl¢évidiscover vulnerable software
or misconfigurations. The purpose of this process is to aware and to enable awmalgst®omated tools to
take the necessary mitigation actions [100].94 this section, first a review of vulnerability scanning and
service discovery tool taxonomies is presented, along with existing vulrigralsessment standards, to aid
in the choice of comparison criteria. Finally, existing vulnerability to@seaamined for their suitability in
the context of the CybetTrust.

3.2.1 Tools and scanning taxonomies

Vulnerability assessment methods can be classifiechasual assistive andfully automated[62]. Manual
assessments are performed by security analysts with domain knowledge and require a sigifioant of
time and resources to be committed. Towards the same direction, assistive methedgwerformed by
security analysts using proper vulnerability scanning tools. On the other, fihydautomated methods are
performed entirely by software. Mitigation for the first two categories is performed mayumsilsecurity
analysts, while the fully automated tools also automatically perform the necessary mitigatimns.

In this section, only tools allowing for a sufficient degree of automatiorbeittovered. There are four types
of vulnerability scanner9p]: (a) port, (b) application (c)hosttbased vulnerabilityand (d)networktbased
vulnerability Specifically:

f Port scannersare used to discover open network ports of a network device and determine
information about the services provided.

f Application scannerare used to assess the security state of a specific application or service.
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f Hosttbased vulnerability scanneee used to assess the security state of the device they run on;
having direct access to device resources enables them to better detect system misconfigurations, to
consider attacks requiring local access and their findings can be more accurate than trese o
network tbased vulnerability scanner. They present scalability issues, since they needepldged
and managed on each device separately.

f Networktbased vulnerability scanneese used to assess the security state of the whole reachable
(from the device they run on) network; having only network access to thersgstio be assessed can
present coverage problems as their service scanning module may miss netwar&sdevservices.
Also, network disruptions may occur from the usage of such tools either by vullitgrédsts, or
even by normal service scanning (e.g., SCADA systems may misbehave while being $8anned [

In the context of vulnerability scanning, this section will cover tools undeistdhree categories, since the
first category (port scanners) was covered in Section 3.1. Most application/vulnerabilityirsganols
include a service discovery module to provide information about the nkvdevices (active hosts) and
about the software/services they provide (service identification, OS fingerprinite4y) Service discovery
techniques can be classified irhotive probingandpassive monitoringl2).

f Active probing sends packages/messages to every service of each networkateligealyses the
response. This technique yields more complete results.

f Passive monitoring analyses captured network traffic to discover network services a¢hesed.
Requires the installation of monitoring devices (specialized or getpngose devices with the
ability to capture network traffic) and the choice of monitoring points in the assessatiork, a
choice which can affect the analysis results. This technique is best used for trend analysis.

For both techniques, it is possible for network devices and services bahiinewall or network devices
whose services are temporarily unavailable to be missed. Usage of applivatimerability scanners
presents some drawbacks, aside from those of their service discovery mo@R|6d][ The first drawback is
that result inaccuracies may arise from malfunctioning usezated scripts/tests/plugins, incorrect
identification of the network device services and their versions, and in some cases théonéee scanner
to be authenticated to perform its assessment. Another drawback pertains to the reliance on a static
knowledge base for performing vulnerability testing, which can make suatd iniss zereday vulnerabilities
and if such a knowledge base remains outdated, they may also miss newer (known) \ilitieex.ah third
drawback is that risk analysis is quite difficult to automate, since many tootsday the vulnerabilities in
isolation, ignoring possible vulnerability combinations/correlatiahsing a reatworld attack (something
that CybertTrust is taking into full consideration in order to devise intelligent mitigation strategies)

3.2.2 Comparison criteria choice

According to NIST [1Q(desired application/vulnerability scanner functionality inadgd(@) enumeration of
network devices; (b) discovery of software vulnerabilities and system/spéwnisconfigurations; (c) the
existence of knowledge base updating mechanim addition, information sources and their updating
frequency should be considered; (d) automated analysis of the results to assess the securitf state
network and its devices; (e) production of a structured/formatted report taused by security analysts or
other tools; and (f) use of open standards is strongly prefersadh as CVE (for vulnerability naming), OVAL
(for testing the presence of a vulnerable software or service version), aB&(@V vulnerability impact
measurements). Alongside the desired functionality, the following should also be considered:

x Breadth (how many network devices or services are covered by the tool) and ¢repthmuch
information can be extracted for each network device or service) of the scanning operation.

X Thirdtparty tool integration.
X Support for usetcreated scripts, tests or plugins.

X Tool license and usage restrictions.
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The accuracy of the vulnerability scanning tools will not be considemed #iere is no standardized way of
testing for false positives and false negatives. The comparison criteria for the tooldgri€edtion 3.2.3 are

presented in Table 3.6.

Table 3.6. Comparison criteria of application/vulnerability scanninfstoo

Field name Field description

Tool category The tool category from the
taxonomy of vulnerability

scanning tools92]

Network device or
service scanning
method

The category of the scanning
module used by the tool fromn
the taxonomy of scanning
methods [L2]

Discovery of
vulnerabilities and
misconfigurations

Whether the tool can only
test software vulnerabilities
and/or system
misconfigurations

Breadth and depth of
scanning

Device or network coverage
and types of devices and
software assessed by the toc

Existence of knowledge t
base updating
mechanism

Knowledge base t
information sources
and update frequency

Automated result
analysis

Ability to analyze the
scanning results to derive
more information about the
security state of the network
and its devices

Output formats and
their structure

Each output format and its
structure

f

# values Possible values

f Application scanner

f Hosttbased vulnerability
scanner

f Networktbased vulnerability
scanner

f Active probing

f Passive scanning

f Scanning is not supported (and
textual description)

f Software vulnerabilities

f Software or system
misconfigurations

f Complete network assessment
(assessment of all discovered
network devices)

f Complete network device
assessment (assessment of all
or most services of a network
device)

f Specific device assessment (ar
textual description)

f Specific application assessmen
(and textual description)

YegNo and textual description

Textual description

Yeg¢No and textual description

f Structuredt using open or
publicly available standards

f Structuredt using proprietary
format
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Richness of the output

report

Integration with third t

party tools

Interfacing options

How much and what kinds of
information are reported by
the tool

—

Existence of user interfaces,
services and programming
APls

Support for usertadded = Support for usetadded

f Unstructured or textual

Textual description

Textual description

f Web Interface
f Graphical User Interface
f Console User Interface

f Application Programming
Interface

f Other (and textual description)

f Support for usetcreated

functionality functionality via usetcreated vulnerability tests and checks
vulnerability tests and user (and textual description)
created plugins f Support for usetadded
functionality (and textual
description)
License and usage t 1 Textual description
restrictions

Z[ ~E *% X Zi[* u ve 8Z 8§ UNO03]%0 ~CE *%X *]JvP0o « A o+ E %}ee] 0 X

3.2.3 List of tools considered

In the following subsections a ndexhaustive list of eighteen available (known) tools is presented; these are
OpenVAS, Nessus, Nikto, Arachni, w3af, and Vega.

3.2.3.1 OpenVAS

TheOpen vulnerability assessment systé@@penVAS)is a system of services and tools for network device
vulnerability scanning. It consists of two main services: the OpenVAS Scanner, peyfammnetwork
vulnerability test{NVTs) and the OpenVAS Manager, controlling the OpenVAS Scanner as well as offering an
OpenVAS management proto¢@MP) endpoint.

Tool category f Networktbased vulnerability scanner

Network device or service f Active probing

scanning method

Discovery of vulnerabilities f Software vulnerabilities
and misconfigurations f Software or system misconfigurations

Breadth and depth of f Complete network assessment
scanning f Complete network device assessment
Existence of knowledge base B:H

updating mechanism

24 http://openvas.org/
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SlelEelelenerE e Tniielctiols Yest the following feeds are provided that are updated daily:

Sl BEIERIEB NS £ Greenbone Community Fe@@CF), is the default feed for OpenVA!
Contains over 50Ketwork Vulnerability TesiNVTSs).

o Enterprise environments receive no updates since Sep. 2017
f Greenbone Security Fef@SF), the commercial version of the GCI
provided by Greenbone Security.
Automated result analysis Yest a prognostic scan can be performed to detect possible sec
issues without initiating a new scan.

If a scan has been performed more than once a vulnerability trend is
calculated and a delta report, containing only the difference betw:
two reports, can be created and exported.

Output formats and their Structured t using open or publicly available standards:
structure f XML

f XMLt OVAL SC (System Characteristics) for each scanned sy:
Available via a custom reporting plugin provided by Greenbone

f CSVt Containing only the discovered hosts, the CPE tables or
complete report.

f ARFt NIST Asset Reporting Format
Unstructured or textual:
f PDFt Detailing only the vulnerabilities or the complete report.
f LaTeX
f HTML
f TXT

SleipEsstanipis ety For every identified vulnerability the following information is provide

f CVE information, CVSS score and OVAL definition from the
National Vulnerability DatabasgNVD).

f Related CERT advisories from the BERRT and CE®Lnd.

Integration with third tparty Nmap, iketscan, and debscan
tools

Interfacing options f Web Interface, provided by the Greenbone Security Assistant
component or any client supporting the OpenVAS Management
Protocol t OMP.

f Console User Interface, provided by the OpenVAS CLI compone

f Other, directly with the OpenVAS Scanner and OpenVAS Manag
sevices, as their communication protocols are documented.

Support for usertadded Support for usetcreated vulnerability tests and checks:

functionality f Usertdefined patterns for file content pattern matching.

f Usertprovided file checksums and checksum patterns.

f Custom CPibased tests to detect the presence or absence of ¢
specific class of applications or hardware.

Support for usetadded functionality:

f Custom reporting plugins, to extract scan result information to
custom or nortsupported (by default) formats.
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Elelcpisicreile Tl = esiiflailels Most components are licensed under the GNU GPL v2.0 and v3.0.
more information refer to the project repositoriés

3.2.3.2 Nessus

Nessu® is a network device vulnerability and configuration scanner. Vulnerabiliynhation is represented
by scripts, referred to as plugins, written in thessus attack scriptingtiguage(NASL).

Networktbased vulnerability scanner
scanning method

f Software vulnerabilities
and misconfigurations f Software or system misconfigurations

Breadth and depth of Over 47K assets and network devices are covered (e.g. devices by
scanning CISCO, etc.; operating systems, applications, device driveds, etc.
f Complete network assessment

f Complete network device assessment

Existence of knowledge base @S
updating mechanism

pleliEelel=RarE =N iielig Lol More than 100K vulnerability tests, called plugins, covering over 45
Selbigesisi e il Eii=nif=h [V shly CVE IDs and about 30K Bugtrag IDs are provided by Tenable. Ove
new plugins per week are released.

Automated result analysis Yest the Live Resultgulnerability scan can be performed to detect
possible security issues without initiating a new scan.

Output formats and their Structured t using open or publicly available standards:
structure f XML

f CSV
Structured t using proprietary format:

f NBEt Nessus report format, used by older Nessus versions;
deprecated.

Unstructured or textual:
f HTML

SleaEssannEretiiolini=oelcs For every identified vulnerability the following information is provide
f Nessus plugin details:

o Severity (Info/Low/Medium/High/Critical)

0 Nessus plugin ID and plugin version

o Exploit type (e.g. Local), agent (e.g. Unix) and vulnerability t
family (e.g. SUSE Local Security Checks)

f CVE ID, OSVDB ID, CVSS score, the affected software or ass
CPE format and others depending on the vulnerability.

25 hitps://github.com/greenbone
26 hitps://www.tenable.com/products/nessus/nessuprofessional

Copyright Cyber tTrust Consortium. All rights reserved. 37



D25dZE & &§}E[ 3 | «&E

f Synopsis, description and solution natural text fields, and relate
links.

f Nessus vulnerability test output and existing exploits/tools (e.g
Exploitable with: Metasploit) depending on the
plugin/vulnerability.

Integration with third tparty Nmap, Nikto
tools

Interfacing options f Web Interface

f Console User Interface, provided by the Nessus CLI utility; provic
support for a subset of Nessus functionality (e.g. user manageme
updates, etc.)

Support for usertadded Support for usetcreated vulnerability tests and checks:

functionality f Usertdefined plugins (vulnerability tests) written in tiNessus
Attack Scripting Languag@®&ASL)

Bleslaserelpo b [shckiileilel Commercial license

3.2.3.3 Nikto

Nikto?’ is a web server vulnerability scanner with ability to check for misconfigusatiml presence of
insecure/outdated services, written in Perl. Nikto does not rely solely on TéPHesponse codes as it uses
the content of the response to check the presence of an indicator (file or specific contenteidur ¢laims
that this significantly reduces false positives.

Tool category Application scanner

Network device or service Scanning is not supported
scanning method f Multiple IP addresses, ports and URLssspecified in a text file.

f Nmap scan results can be piped as input to Nlkto (e.g. ntp&@
192.168.0.0/24t0G t | nikto.pl th t).

Discovery of vulnerabilities f Software vulnerabilities
and misconfigurations f Software or system misconfigurations

Breadth and depth of Nikto is specialized to test web servers and web services.
scanning

Existence of knowledge base (15

updating mechanism

plelicelel=nor s =Rpiiolinilelg Tests are provided by CIRT Inc. for 6.7K dangerous files and progr:
Slolllgel=tsElple bl ale o1 hig=o [0 1.25K outdated software version checks and 270 versspecific
software checks. OSVDB (shut down since 2016) is the main sourc
information.

Automated result analysis No

Output formats and their Structured t using open or publicly available standards:
structure f XML

f CSV

27 hitps://cirt.net/nikto2

Copyright Cyber tTrust Consortium. All rights reserved. 38



(V)13

D25dZE & &§}E+[ §

f JSONt Saved request and response pairs.
Structured t using proprietary format:
f NBEt Nessus report format, used by older Nessus versions;
deprecated.
Unstructured or textual:
f HTML
f TXT

Sleipesstanipteliinliaizeley Every vulnerability test contains the following fields:

f Test ID, used by Nikto.

f OSVDB ID

f Server type

f URI to retrieve

f HTTP method

f Strings to match.

f Summary, message to display when a test was successful.
f HTTP data, to send when using the POST method.

f Additional headers to send.

Integration with third tparty Can be launched by Nessus and results can be logged to Metasplo
tools

Interfacing options Console User Interface

Support for usertadded Support for usetcreated vulnerability tests and checks:
functionality f Usertcreated tests for newer vulnerabilities.
Support for usetadded functionality:

f Usertcreated plugins for added functionality such as host
detection, etc.

Bleslasare e bt [shesiifleilelg Nikto is licensed under the GPL; tests are licensed for use with Nikt
and require written permission from CIRT Inc. for other uses.

3.2.3.4 Arachni

Arachnf® is a web vulnerability scanning framework written in Ruby, specialized to test web sevedrs
services and web applications. A web browser environment is also implemefttedupport for standard
web technologies (e.g. HTML5, JavaScript, AJAX), also supporting manipulfittoD©M and can simulate
different browsing environment (e.g. by changing the user agent or the viewportghAraan tailor its
vulnerability tests, referred to as checks, to the specific web application being tastedan train itself to
follow and test new input vectors, allowing the assessment of complex web applicatioas/pag

Tool category Application scanner

Network device or service Scanning is not supported

scanning method f The URL or IP address of the web application/server/page mus
supplied by the user.

28 hitp://www.arachni tscanner.com
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Discovery of vulnerabilities f Software vulnerabilities
and misconfigurations f Software or system misconfigurations

Breadth and depth of Arachni is specialized to test web servers, web services and web
scanning applications. It can also perform OS vulnerability testing, tests on
(commonly used in web applications) scripting languages (e.g. PHF
ASP, Python, Ruby, and the exception of Java) and tests on web
frameworks (e.g. Rack, Rails, Django etc.)

S sEeEreiqeiEelsslrEl No t vulnerability tests can be updated along with Arachni but not
updating mechanism separately.

Knowledge baseinformation J\lela:Te]el[[er=1e][=!
sources and update frequenc

Automated result analysis No

Output formats and their Structured t using open or publicly available standards:
structure f XML

f JSON

f YAML

Structured t using proprietary format:

f AFRt Arachni Framework Report format, the reference format 1
the reports created by Arachni. All other formats are based on
information contained in this report format.

Unstructured or textual:
f HTML
f TXT

Richness of the output re port WANL:] ool gNeelpl 1 gkH

f Screenshots of the web application and its DOM changes.
f HTML code of the DOM states.

f The flow of arguments through the JavaScript code.

f JavaScript execution snapshots, to capture injected JavaScripi
code.

f JavaScript execution context (stack, arguments, functions etc.)
f The HTTP requests and responses.
Each reported vulnerability contains the following information:
f Severity (Informational/Low/Medium/High)
f A textual description.
f Links to the corresponding data (as mentioned above).

Integration with third tparty No
tools

Interfacing options f Web Interface

f Console User Interface

f Application Programming Interface: REST API
f Other: Ruby Library (as a Ruby gem)
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Support for usertadded Support for usetcreated vulnerability tests and checks:
functionality f Usertcreated vulnerability tests, referred to as checks.
Support for usetadded functionality:

f Usertcreated plugins to extend the functionality of Arachni.

f Usertcreated report extractors, referred to as reporters, to expc
the scan report in any format.

Sle=lgis=r sl U eisideieny) Arachni is licensed under the Arachni Public Source Li€ensstricted
for commercial use, written permission is needed.

3.2.35 wa3af

w3af? is a web application vulnerability scanning framework written in RytHbis comprised by three
categories of modules: theore modulegontaining framework management modules and core libraries, the
user interface moduleand theplugin modulescontaining the rest of the w3af functionality, such as the
fuzzing engine or the vulnerability checks. w3af also provides payloads apdréam exploitation of found
vulnerabilities.

To perform a web application scan, w3af performs a thpFase process: first it indexes the whole web
application using the available crawling plugins, then it tests the whole dissdbagplication for possible
vulnerabilities using the audit plugins, and then the results (and any error angdydaty messages) are sent
to the output plugins to be exported in the desired format. If exploitaiedesired, then right after the audit
plugins are finished, the attack plugins can be used to perform exploitation.

Tool category Application scanner

Network device or service Scanning is not supported

scanning method f The URL or IP address of the web application must be suppliet
the user.

DI sanvtlEEllilss s Software vulnerabilities
and misconfigurations

Breadth and depth of w3af is specialized to test and (if desired) exploit web applications.
scanning

S e qeiEelslzroEiEl No t vulnerability tests can be updated along with w3af but not
updating mechanism separately

Knowledge baseinformation J\[e]&=Te]el[[er=1e][=]

sources and update frequenc

Automated result analysis No

Output formats and their Structured t using open or publicly available standards:
structure f XML

f CSV
Unstructured or textual:

f TXT

f HTML

29 hittp://www.arachni tscanner.com/license/
30 http://w3af.org/
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SepEsstanipteliinltiaiznles The resulting report contains:
f A textual description of the vulnerability.
f The request and its corresponding response data.

Integration with third tparty No
tools

Interfacing options f Graphical User Interface
f Console User Interface
f Application Programming Interface (REST API)

Support for usertadded Support for usetcreated vulnerability tests and checks:

functionality f Usertcreated vulnerability tests are implemented as plugins an
wa3af supports usetcreated plugins.

Support for usetadded functionality:

f Since w3af is a modular framework of reusable software
components, addition of custom functionality is supported.

Bleslaserelple e [sh e ifleilel W3af is licensed under the GPL 2.0.

3.2.3.6 Vega

Vegd! is a GUtbased web application scanner written in Java. Along with its scanning capabilities an
intercepting proxy (a program intercepts the traffic generated from the testing systemrenslystem to be
assessed allowing its user to study or modify it) is also included. The integgpixy can be used in
conjunction with the automated testing capabilities of Vega to test the target egijdin while the user is
browsing it, thus achieving greater coverage.

Tool category Application scanner

Network device or service Scanning is not supported

scanning method f The URL or IP address of the web application must be supplie
the user.

Discovery of vulnerabilities f Software vulnerabilities
and misconfigurations f Software or system misconfigurations

Breadth and depth of Vega is specialized to test web applications

scanning

S sEneEie i qeiEelszioEEl No t vulnerability tests can be updated along with Vega but not
updating mechanism separately.

Knowledge base information [\ [e]&=Te]el[fer=1e][=]

sources and update frequenc

Automated result analysis No

Output formats and their Structured t using open or publicly available standards:
structure f XML alerts.

SleipEsstanipiseliinni=elens Both the XML alerts and the resulting report (as viewed from the Gl
contains:

81 https://subgraph.com/vega/
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f Classification and Severity of the vulnerability.

f The Impact of the vulnerability and recommended remediation
steps (both are represented as lists).

f A natural text description of the vulnerability, referred to as the
Discussion field.

f Reference links.

Integration with third tparty No
tools

Interfacing options f Graphical User Interface

Support for usertadded Support for usetcreated vulnerability tests and checks:

functionality f Usertcreated vulnerability tests are implemented as plugins an
Vega supports usdcreated plugins.

Support for usetadded functionality:

f Vega supports usdcreated plugins, also referred to as modules
written in JavaScript.

BleslasareilebEE =R esifleilelg Vega is licensed under the Eclipse Public License v1.0.

3.2.4 Comparative analysis

Following is a summary of the information presented in Section 3.2.3, usedfdoni the choice of
vulnerability scanning tools covering the needs of the Cyberst project.

OpenVAS Nessus Nikto Arachni w3af Vega
Tool category Networktbased Vulnerability Application Scanner
Scanner
Netvyork deV|c_e of . . Not supported, IPs or URLs must be supplied by
service scanning Active Probing
user
method
Discovery of Vulnera
vulnerabilities and Both bilities Both
misconfigurations only
Breadth and depth Web
of scanning Web server server, web
Complete network and device and web service and  Web application
assessment service web testing
testing application
testing
Existence of
knowl_edge base Yes No
updating
mechanism
Knowledge base Two feeds Feed Feed based ‘
information updated daily,  updated on OSVDB Not applicable
weekly, with
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SlelllgesisiEple ozl with over 50K over 100K | (shut down
frequency vuln. tests vuln. tests on 2016)
Automgted result Yes No
analysis
Output formats XML, CSV, AR XML, CSV, XML, CSV, XML,JSON XML, XML
PDF, LaTeX, HTML JSON, HTML YAML, AFR CSV, Alerts
HTML, TXT TXT HTML, TXT HTML,
TXT
Richness of the CVE ID, CVSS¢  Severity, OSVDB ID, Severity, Descript Vulnerabil
output report score, OVAL exploit type, servertype, description, ion, ity
definition, exploit URI, HTTP references request classificati
related CERT agent, CVE  method, and data s with on,
advisories ID, OSVDB summary usedonthe their severity,
ID, CVSS specific ~ corresp  impact,
score, CPE vuln. test  onding mitigation
information, data actions,
existing descriptio
exploits, n,
description reference
and S
mitigation
actions
Integration with NMap, iket NMap, Nikto NoO
third tparty tools scan, debscan
Interfacing options Web UlI, GUI,
Web UI,CUI CuUl CUI. APl CUI API GUI
Support for usett
defined tests and Both 'Usert Both
: defined tests
usertadded plugins
Hlecigisicielpe Pl [sr GPL v2.0 & v3.. Commercial GPL APL, GPL EPL v1.0

restrictions restricted v2.0
for

commercial
use

There were two main types of tools presented in Section 3.2.3: nettbaded vulnerability scanners
designed to perform complete assessment of network devices, and application scanners specialized for web
server/service/application testing. Two vulnerability scanning tools are rea@mded, one from each type,
should the use of such tools be needed.

For the first typenetworktbased vulnerability scanners, the use of OpenVAS is recommended as it has
already been used in numerous works (e.g., [4).30can output its results in highly structured and open
formats, supports modifications (via usereated vulnerability tests, functionality plugins and even direct
modifications), supports automation, and being opgsaurce it has no usage or modification restrictions.

Finally, for the second typ@pplication scanners, the use of Arachni is recommended as it covers the
assessment of web servers, web services and web applications. It can output its rebigtdy structured
and open formats, provides a variety of interfacing options (Web Ul, Gohlchnd an API) and supports
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usertcreated vulnerability tests and functionality plugins; the only drawback is theinmgant of written
permission for Arachni to be used in a commercial product.

3.3 Exploit intelligence acquisition

Alongside network topology information (covered in Section 3.1) and vised vulnerabilities for each
network device (covered in Section 3.2), further information about the vulnerabilities is requiader to
accurately model attacks and design mitigation schemes. This section presentew mdvthe existing
methodologies for the extraction of the aforementioned informationeaiew of existing taxonomies with
regards to security conditions ] X X ¢ C ¢ § cts[dealrifowith its security state) and their relevance to the
CybertTrust project, along with a comparison between the available vulnerabilitjligagace sources.

3.3.1 Pre/posttcondition extraction

According to Akseet al.[4], a common approach for generating graphical security model is the Pte/pos
condition approach (also referred to as Prerequisite/Postcondition or RegRiessftsin). This requires
quite detailed information about what should be satisfied in order to ex@ovulnerability (i.e. the pré
conditions), and the results of a successful vulnerability exploitation (i.e. thequditions).

Typically, preconditions include informatiogoing beyond the network connectivity of a network device or
the reachability of the targeted service, such as the required privileges an attackertodel®, the services
provided by a network device, the specific versions of a vulnerable softwareDetthe other hand, post
conditions include information about the effects of a successful vulnésakgkploitation, such as the
resulting privileges of an attacker, the possibility of (arbitrary) code execution otatbeted system, the
initiation of aDenial of Servic@DoS) attack, etc.

The automated extraction of pre/postondition information from exploit intelligence sources, such as
vulnerability databases (e.g. the National Vulnerability Database) or othertsgnttured or unstructured
sources, remains an open problem [4] with many previous works on aftagi generation not covering
the information extraction process. The remainder of this mdttion presents a review of related works
with a focus on the information extraction process and various natural languagessing methods used to
construct the attack graphs.

3.3.1.1 Aksu etal. (2018)

The model proposed by Aksu et al. [4] uses information about the networkldgp, the existing
vulnerabilities (from Nessus or OpenVAS) and information fromNgm@onal Vulnerability DatabasgNVD)

for the vulnerabilities themselves. Preonditions for an attekconstitute the required location afn attacker

on the network, referred to as thaccess vectofAV), and the privileges required to exploit a vulnerability.
The results of a successful attack, i.e. the posnditions, are the privileges acquired by the attacker. The
particular information utilized for préand posticonditions are illustrated in Table 3.7.

Table 3.7. Pre/pogtonditions used by [4]

Pretconditions Posttconditions Information sources

Privileges Privileges Network topology
f OS Admin f OS Admin f No specific tools
f OS User f OS User mentioned.
f Virtualized OS Admin f Virtualized OS Admin Existing vulnerabilities
f Virtualized OS User f Virtualized OS User f Nessus or OpenVAS report
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f Application Admin f Application Admin Vulnerability intelligence
f Application User f Application User f National Vulnerability

The AV is commonly obtained from themmon vulnerability scoring systg@VSS) that is associated with a
vulnerability, as documented in theommon vulnerabilities and exposur@SVE) items of vulnerability
databases. The values taken by the AV are: (a) physical, (b) local, (c) adjacent networkpeimeb(d) Two
methods of privilege generation from the NVD description text were tested: a@based, using a reasoning
engine and manually created rules, and one usiraghine learnindML).

3.3.1.2 Gosh etal. (2015)

CybertTrust, a tool presented by Gosh et 80][in 2015, uses information about the network topology (@gsin
manually entered information, firewall rules and the OpenVAS report), the exiaiingrabilities (from the
OpenVAS report), and information for the available exploits for each identified vultigrdlbom the
Metasploit frameworR? exploit modules (if the required information does not exist, the Open Source
Vulnerability Database and the Bugtfaexploit description is used).

Pretconditions for an attack are: the ex§ v }( Apov E ]o]3C }v v SAJEI A]
connectivity to the targeted network device and the required privileges. fostitions are not specified as
they are generated by the tool at runtime considering the reported vulnerabilithesthe available exploits.

Table 3.8. Pre/podtonditions used by30]

Pretconditions Posttconditions Information sources

f Existence of a specific f Metasploit modules to extract Network topology
vulnerability information via keywords and ¢ Manually entered

f Existence of a vulnerable keytphrases information
software version f OSVDB and Bugtraq f Firewall rules

f Existence of a specific descriptions f OpenVAS report

architecture
f Connectivity with target
f Privileges

Existing vulnerabilities

f OpenVAS report
Vulnerability intelligence

f Metasploit exploit modules

f OSVDB and Bugtraq
descriptions

3.3.1.3 Weerawardhana et al. (2015)

Weerawardhanaet al. [152] tested two methods to extract the required information from the NVD for the
generation ofpersonalized attack grapi®AGSs); one using a machine learning approach and another using
a parttof tspeech tagging engine. PAGs, which are described in [148], need informationthédatget
system (existing vulnerabilities, system configuration, access privileges), the adtibasieer (user system
configuration, user habits or activities, sensitive information to be protecied the actions that an attacker
has to perform for conducting a successful attack. The extracted information incdoftesre names and
versions, file names, type of a vulnerability, user and attacker actions (as defined by the PA@Gpaatsl

32 hitps://www.metasploit.com/
33 http://bugtrag tteam.com/
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3.3.1.4 Joshi et al. (2013)

Joshiet al. [58] proposed a method for the conversion of sestructured or unstructured vulnerability
information from the NVD to an RDF format. The tool uses an entity and dosigefper to classify textual
terms in the following categories: software and OS (existence of a specific softwdigatpn and in some
cases its version), network terms (e.g. IP address, SSL, etc.), attack means (a method of attadtere.g. b
overflow) and &ack consequences (e.g. denial of service), file name, hardwaneed entity recognition
(NER) modifier (follows the software and OS categories, specifies a range of versionglegiddbat X

and earlier versionsand other technical terms.

3.3.1.5 Roschke et al. (2009)

Roschkeet al. [123] presented one of the earliest works specifically aimed at informatitnaaion from
vulnerability databaseévDBs) for attack graph generation. A data model was proposed to umigrahility
information from different VDBs using both the availablenststructured information and information
extracted from the vulnerability description. An attth module for the MulVAL systesee[109] and Section
5 for more details) was also implemented to test the effectiveness of their datiemA comparative analysis
of ten VDBs led to the selection of seventeen fields conveying highly relevanisafid information (if
available from the VDB fields); these are providedable 3.9.

Table 3.9. Relevant fields of vulnerability informationli2d]

Relevant fields Relevant fields

1. Vulnerability title 10. Affected OS and other software, and the
2. Vulnerability description affected versions
3. CvHD 11.CVSS score
4. Vendortspecific ID 12. Complexity of exploitation
5. Publication date 13. Required authentication/privileges for th
6. Date of last update vulnerability to be exploitable
7. Popularity 14.Impact of vulnerability
8. Person/entity who discovered the vulnerabili 15. References
9. Range, position of the attacker on the netwc  16. Mitigation measures/actions
for the vulnerability to be exploitable 17.Vulnerability status (e.g. fixed or not)

The authors considahe items 9t13 useful to determine the preconditions of a vulnerability and the item
14 (the impact of a vulnerability) useful to determine its pasinditions. The items 5, 6 (publication date
and date of last updategre used to determine if an updated version of the VDB entry is available.

Table 310. Pre/posttconditions used byl23]

Pretconditions Posttconditions Information sources
Extracted from: Extracted from: Vulnerability intelligence:
f Item 9: range f Iltem 14: Impact of f From various VDBs (10 we
f Item 10: affected OS and vulnerabilty tested by the authors)
software (with their
versions)

f Item 11: CVSS score
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f Iltem 12: complexity of
exploitation

f Item 13: required privileges
or authentication

The proposed data model representing information extracted from the vulnerability déseriponsists of
three related properties:

f System propertieepresenting system characteristics, such as the existence of specific accounts or
a specific software/OS version.

f Influence propertiesrepresenting changes on the system properties after successful exploitation of
the vulnerability.

f Range propertiegepresenting the location of the attacker on the network for a vulnerghiti be
exploited.

For the influence properties two types of resources are considgrasisive(e.g. files or database data) and
active(e.g. services or running software), and specific actions are mapped to loss of configieirttaljrity

or availability. More precisely, read access, write access, and deletion/destructpassi’e resources are
mapped to loss of confidentiality, integrity, and availability respectivatythe other hand, influencing the
}US%uS v o0}e]VvP « EA] [-regalreds werelmappéd o loss of integrity and availability
respectively.

3.3.2 Relations with CWE

The Canmon Weakness Enumeratid{CWE) is a formal list of security vulnerabilities and other security
weaknesses maintained by the MITRE corporation; developed alongside the CE®/Estan be used to
map potential weaknesses and vulnerabilities with their observed instances.

Mapping a discovered weakness to its CWE concept, in the context of tTylsr can aid in the choice of
mitigation actions, and add higlevel information about a vulnerability and its causes. Each of tite 71
weakness entries of the CWE list can be classified as a:

f Class weaknegdescribed in the most abstract terms (e@QWVE697: Incorrect Comparisipn

f Base weaknedslescribed with enough details to be detectable and mitigated while stilhgoei
abstract (e.gCWE1025: Comparison Using Wrong Fac}ors

f Variant weaknestthe most detailed description containing Ialevel technologyspecific details
(e.g.CWBES95: Comparison of Object References Instead of Object Cgntents

f Composite weaknega group of two or more weaknesses that need to be present at the same time
for a vulnerability to be present (e.&WE689: Permission Race Condition During Resource Copy
requires bothCWE362: Concurrent Execution using Shared Resource with Improper Synchronization
(Race ConditiogndCWE732: Incorrect Permission Assignment for Critical Restwitue present).

A weakness entry may also be related with other weakness entries viaaiildrent tof relations (e.g. in

the research concepts view CWH95 is a child of CWE025) and weakness entries sharing common
characteristics can be grouped und=tegoriegwith over 200 categories existing in the CWE list). Each entry
contains the informatiordepicted in Table 3.1.

34 https://cwe.mitre.org/
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CWE entry field

Table 311. CWE entry fields

CWE entry field

CWE identifier
Name and description
Alternate terms

Description of the behavior

Description of the exploit

Likelihood of exploit existence/creation

Possible mitigation actions
Node relationship (chiltbf/parent tof relations)
Source taxonomies

Code samples for weaknesses pertaining to a

specific language or architecture

Description of the consequences of successful

exploitation

CVE identifier

References

Weakness entries (either by themselves or in Categories) can be viewed throudterd2chical
representations, referred to agiews with the three most significant being: tiitesearch Concepts Vigie
Development Concepts Viemd theArchitectural Concepts Viewhe remainder of this section presents a
hightlevel review of these three views; more detailed information can be viewed diréctn the CWE

definitions.

The Research Concepts View (QMBG°) is aimed at academic researchers, vulnerability analysts and
assessment vendors (to test their vulnerability detection tools) and presehtglél weakness entries
organized according to abstractions in software behaviors. TableBesents the toglevel entries, also
referred to asPillars

CWE ID
CwE682
CWH118

CWH330

CwB435

cwa664

CwHE691

Title CWE ID

Table 312 Toptlevel entries included in the Research Concepts View (T0B)

Title

Protection Mechanism Failure

Incorrect Calculation CWE693

Incorrect Access of Indexable CWBE697
Resource (Range Error)

Use of Insufficiently Random CWE703
Values

Improper Interaction Between Cwg707
Multiple CorrectlytBehaving
Entities

Improper Control of a Resource CWHE710
Through its Lifetime

Insufficient Control Flow
Management

35 hitps://cwe.mitre.org/data/definitions/1000.htm!

Incorrect Comparison

Improper Check or Handling of
Exceptional Conditions

Improper Enforcement of Message o
Data Structure

Improper Adherence to Coding
Standards
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The Development Concepts View (CI685°) is aimed at software developers and educators, presenting
708 of the 716 weakness entries and 42 of the 247 total categories in the CWEngmarcepts used in
software development. Table B3 presents the toglevel entries.

Table 313. Toptlevel entries included in the Development Concepts View (B8%

CWE ID Title CWE ID Title

CWHE16 Configuration CWHE840 Business Logic Errors

CWH19 Data Processing Errors CWB442  Web Problems

CWg21 Pathname Traversal and CWHE355  User Interface Security Issues
Equivalence Errors

CWBE189 Numeric Errors CWBE452 | Initialization and Cleanup Errors

CWBE254 7PKt Security Features CWBE465 Pointer Issues

CwE361 7PKt Time and State CWB490 Mobile Code Issues

CWE389 Error Conditions, Return Values, CWHE559  Often Misused: Arguments and
Status Codes Parameters

Cwg399 Resource Management Errors = CWE569 | Expression Issues

CWwg417 Channel and Path Errors CWBE657  Violation of Secure Design Principles

CWB429 Handler Errors CWE1006 Bad Coding Practices

CwBE438 Behavioral Problems

6W< E ( Ee- 8} §Z Z~ A v W Ev]00)¢ategdry, Dapec pa46)t t

The Architectural Concepts View (CYWED8) is aimed at software designers and educators, presenting 223
of the 716 weakness entries and 42 of the 247 categories, organizing them acctodowgmmon
architectural security tactics. Tableld.presents the toplevel entries.

Table 314. Toptlevel entries included in the architectural concepts view (GY0B8)

CWE ID Title CWE ID Title

CWH1009  Audit CWH1015 Limit Access

CWH1010  Authenticate Actors CWHE1016 Limit Exposure
CWH1011  Authorize Actors CWHE1017 Lock Computer
CWH1012  Cross Cutting CWH1018 Manage User Sessions
CWH1013  Encrypt Data CWH1019 Validate Inputs
CWHE1014  Identify Actors CWHE1020 Verify Message Integrity

36 hitps://cwe.mitre.org/data/definitions/699.html

37 https://cwe.mitre.org/data/definitions/1008.htm!
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3.3.3 Vulnerability intelligence sources

This section presents a review of vulnerability intelligence sources, that wikba with a focus on seni
structured vulnerability database¢VDBSYF; the comparison criteria used are those illustrated in Table 3.9
except the following fieldsPopularity Exploitation complexityRequired authentication or privilegesd
Vulnerability statusas none of the reviewed VDBs contain such information. Additional infamatout

the usage of standards such as tbemmon Platform Enumeratig@PE) c€ommon Weakness Enumeration
(CWE) and available formats are also considered.

The fields in the following comparative analysis refer to information exgjstirspecific fields of the VDBs and
not on information that can be extracted from them. If no information aboutlibense or usage restrictions
is reported, it is assumed that the maintainer holds the copyright to the information invib8. A
comparative analysis of the available VDBs is conducted in the fofjdables, i.e. Table 15, Table 316,
and Table 3.7.

Table 315. Comparative analysis of VDBs (1/3)

Maintainer Size License Vuln.  Vuln. Available
title details formats
Nat [ Vulnerability National t 115K Public t X XML, JSON,
Database (NVD} Institute of domain HTML, RSS feec
Standards and
Tech. (NIST)
Rapid7 Vulnerability gizt1el{eIg t 70K t X X HTML
& ExploitDB*
Sl A SeleS]sEs s SecurityFocus t Copyright X X HTML
held by the
maintainer
ExploitDB* Offensive t 40K GPLVv2.0 X X HTML, RSS feec
Security Raw data on
GitHul®
TSGR a RS- AuSCERT, at t Copyright X X HTML, RSS feec
Bulletins® Univ. of held by the
Queensland maintainer
O=Raree ViilElf CERT/CC, at t Permission X X HTML, RSS feec
lity Notes DB Carnegie Mellon required for Incomplete data
Univ. any use on GitHuK°
Common Vulnerabi- @Y= t 110K Permission t X HTML, CVRF
(S5 S4elesili=f = Corporation granted s.t.
conditions
ICSCERT NCCIC, U.S. t t X X HTML, RSS feec

Advisorieg?® Dept. Homeland
Security

38 hitps://first.org/global/sigs/vrdx/vdbtcatalog/
39 hitps://github.com/offensivetsecurity/exploitdb
40 hitps://github.com/CERTCC/VulnerabiliatatArchive
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NELWERRVIIRETE LWl JPCERT/CC anc t Copyright X X HTML, RSS feec
Notes (JVNY IPA held by the
maintainer
JVN iPedi® Information t Copyright X X HTML, RSS feec
technology held by the VULDEF (XML
Promotion maintainer based), API
Agency (IPA)
JC3 Bulletin U.S. Dept. of t t X X HTML, RSS feec
Archive! Energy
NCSGFI Finnish Commu- t t X X HTML
Vulnerability nications
Databasé? Regulatory
Authority
VulDB t 125K Creative X X HTML, RSS feec
Commons CC API
BYtNCtSA
4.0
SecurityTrackeY SecurityGlobal.n t Copyright X X HTML
etLLC held by the
maintainer
TippingPointZero MG o B \YI¢(oe] t t X X HTML, RSS feec
Day Initiative®
Table 316. Comparative analysis of VDBs (2/3)
CVE ID Vendort CVSS score CWE use CPEuse  Affected
specific ID H/W, SIW
Nat [ Vulnerability X t X X X
Database (NVD)
Rapid7 Vulnerability X t X t X
& ExploitDB*
Security FocupB* X X t t X
ExploitDB* X X t t X
AusCERT Security X X t t X
Bulletins'
CERT/CC Vulnerabi: X X X X X
lity Notes DB
Common Vulnerabi- X t t t t
lities & Exposure¥
ICSCERT X X X X X
Advisorieg?
Japan Vulnerability X X X X X
Notes (JVNY
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JVN iPedi® X X X X t X
JC3 Bulletin X X t t t t
Archive!
NCSGFI X X t t t X
Vulnerability DB
VulDB? X X X X X X
SecurityTrackeY X X t t t X
TippingPoint Zero X X X t t X
Day Initiative®
Table 317. Comparative analysis of VDBs (3/3)
Impact Credit Range Publicatio Lastupd. References
n date date
Nat [ Vulnerability t X t X X X
Database (NVD)
Rapid7 Vulnerability t t t X X X
& ExploitDB*
Security Focu®B® X X X X X X
ExploitDB* t X t X t t
AusCERT Security X t t X t X
Bulletins®
CERT/CC Vulnerabi; X X t X X X
lity Notes DB*®
Common Vulnerabi- t X t X X X
lities & Exposure¥ (in title)
ICSCERT X X t X t X
Advisorieg?
Japan Vulnerability X X t X X X
Notes (JVNY
JVN iPedi® X t t X X X

4 https://nvd.nist.gov/

42 https://www.rapid7.com/db/

43 https://www.securityfocus.com/bid/

44 https://www.exploit tdb.com/

4 https://www.auscert.org.au/bulletins/
46 hitps://www.kb.cert.org/vuls/

47 http://cve.mitre.org/

48 https://ics tcert.ustcert.gov/advisories/

4% http://jvn.jp/en/
50 https://jvndb.jvn.jp/en/
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JC3 Bulletin X t t X t t
Archivel

NCSGFI X X X X X X
Vulnerability DB?

VulDB® X t X X X X
SecurityTrackert X t t X t X

TippingPoint Zero X X t X X t
BEVALNETYE

From the comparative analysis presentadhe above tables and for the primary vulnerability information
source, NVD that is maintained by NIST is the most complete one, its infornmiiothe public domain

and thus can be used without restriction. In addition, it uses open standards for many of its fields{@VE ID
allowing links with other VDBs, CVSS scores, CWE and CPE information) and its inf@raatidable in
many structured and open formats (XML, JSON along with HTML and an RSS feediioim dadExploit
Database also contains useful information, as it maintains exploit code that magebel in testing the
vulnerability in question or for conducting further analysis.

Several tools for information retrieval have been presented, atmomprehensive selection of four tools will
be presented in the remainder of this section.

f CVESearcF is a tool for local storage and offline access to CVE and CPE informattten in
Python 3 and using MongoDB for information storage. It utilizes ¥B,NCVE and the Microsoft
Security Bulletins for vulnerability information, and for exploit code iiae the Exploit Database
and the D2 Elliot Web Exploitation Framewdidtata.

f CVEScam® combines the results of an Nmap scan (run manually by the user) withSEiEh to
perform a simple vulnerability scan of the network. @S&arch is licensed under the GNU Affero
GPL v3.0 and CV¥&can under th®riginal BSD license.

f SearchSploit is a tool maintained by Offensive Security for their Kali Linux penetration testing
distribution allowing offline searches to the Exploit Database. SearchSploit is licensed under the GPL
v2.0.

f Stucc&is a suite of tools for the creation of knowledge graphs from various unstedamd semt
structured information sources, like VDBs and various program logs. Three eséduere
implemented for the retrieval of information from sensiructured VDBs: for the NVD, Bugtraq DB
and Sophos RSS feed, with the last two being deprecated. Stucco is licensed under the MIT license.

51 https://www.energy.gov/articles/673/708757+708775/JC3 Bulletin Archive
52 hitps://www.viestintavirasto.fi/en/cybersecurity/vulnerabilities.html
53 https://vuldb.com/

54 https://securitytracker.com/

55 hitps://www.zerodayinitiative.com/advisories/published/

56 hitps://cve tsearch.qgithub.io/cvésearch/

57 https://www.d2sec.com/

58 hitps://github.com/NorthernSec/cvéscan

59 https://github.com/offensivetsecurity/exploitdb

80 https://stucco.github.io/

61 https://github.com/stucco/collectors
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The sources having been reviewed in this section will prove to be valtmbbhrds sharing complete and
accurate cybetthreat intelligence via thenriched vulnerability databaggVDB) that will also include rich
information identified by Cyberd E pe3[+ @& Ao]JvP « EA] (E}u §Z pE( | % A X

3.4 Information acquisition for attack mitigation

Attack mitigation refers to the methods and techniques that can be employed to coatairreduce the
negative impacts of attacks on an infrastructure or sefficgnother working definition of mitigation i4¢he
elimination or reduction of the frequency, magnitude, or severity of exposure to risks, or miningfdkien
potential impact of $ZE § }E A Adeorping to the NIST model [150] mitigation actions may be
classified aproactive(i.e. taking place before an attack occurs, to tackle related vulnerabilities, reduce the
attack surface or lessen the foreseen impact, should an attack occurgaantive(i.e. taking place when an
attack is detected, typically to stop the attack process). NIST [150] also defiressification scheme for
attack mitigation actions according to the nature of the actions taken follows:

configure (adjust target configuration/settings)

disable (turn off or uninstall a target component)

enable (turn on or install a target component)

patch (apply a patch, hotfix, update, etc.)

policy (remediation requires oubf tband adjustments to policies or procedures)
restrict (adjust permissions, access rights, filters, or other access restrictions)
update (install upgrade or update the system)

combination (combination of two or more approaches)

~N R R —h —h —~h — —%

Out of these mitigation action categorigslicy refers to activities that concern procedures, practices and
actions that are enforced outside of the narrow scope of the system to be protectedheamoeforth will not

be considered further. Considering the remaining action categquetsh andupdateare proactive actions,
while configure disable enable andrestrictcan be either proactive or reactive.

The objective of this subsection is to identify information sources thatiggation actions that can be
applied to tackle threats, combined with methods which enable the automated extraction of thesascti
Besides the identification of actions, additional information that is useful in the cbofeattack mitigation
will be considered: this information primarily concerns the impact that each atiibig action has on the
value of each asset, an aspect that needs to be considered when selecting among possiie méagions
to be applied. For example, in order to mitigate an information afibn attack to a service originating
from a specific IP, it is clearly possible to shut down the servidisgaleaction); if the service configuration
allows the specification of blacklisted IPs, it is possible to blacklist the IP from tivhialttack originates;
and in the presence of a firewall appliance or some othabdBed access control (e.g. TCP wrappers) it is
also possible to block the access to the service from the particular IP address.ghltibehoices clearly
inhibit information exfiltration, it is also clear that the first mitigatiorethod (service disablement) has a
severe impact on the availability dimension of the asset and therefore one divh@emaining methods
should be chosen whenever possible. Taking this aspect into account, we willrzdgecdhe identification

v ESE 3]}v }(]JV(}EuU 8]}v E P E JVvP 3Z Ju%ADWWWBAZIEP w]l kv &
drive the mitigation action selection process.

3.4.1 Product and vendotoriented security advisories

Product and vendotoriented security advisories are catalogues hosting information aboutevaltilities
that have been identified for specific products, coupled with specific instructions ondnavitigate theset

62 hitps://www.ovh.com/asia/antitddos/mitigation.xml
63 http://www.businessdictionary.com/definition/mitigation.htm!

Copyright Cyber tTrust Consortium. All rights reserved. 55



D25dZE & &§}E[ 3 | «&E

whenever such instructions are available. An indicative list of security advisory databases idrskimavn
following table:
Table 318. Indicative list of security advisory databases

Description URL
Debian security advisory database https://www.debian.org/security/2018/dsd4332

Microsoft security update summary https://portal.msrc.microsoft.comén tus/securityt
guidance/summary

Red Hat security advisories https://access.redhat.com/security/securitypdates/#/

IBM security buletins https://www.ibm.com/security/secure
engineering/bulletins.htm|

PHP security advisories https://github.com/FriendsOfPHP/securitgdvisories

Ruby https://github.com/rubysec/rubytadvisorytdb

nodeJS https://github.com/nodejs/securityt
wa/blob/master/processes/vuln_db.md

MariaDB https://mariadb.com/kb/en/library/security/

Huawei security advisories https://www.huawei.com/en/psirt/alltbulletins

Android security bulletins https://source.android.com/security/bulletin/20181.2 t01.html

Information within these databases is fairly structured, listing the precise package(s) thavaredby each
security advisory, the vulnerabilities exhibited by these software packages (tymsatferences to CVE
entries) and the mitigation actions that can be applied, usually in the form chpatupdates to be instalte
or configurations to be performed. The affected packages are listed in hineegtable textual formats, and

additionally using the software name and software versioning encatihgme endorsed by the vendor (e.qg.

official product names and versions in the Microsoft security update, packages bundled with version
information in Debian security advisory database and so forth), hence thisnafimn can be harvested to
be later matched against the corresponding installed product information, whéigation actions for a
specific machine should be applied. The mitigation actions themselves, as stated abowefallainder the

patch, update andconfigurecategories.

Producttoriented security advisory databases have always a structured format, reflecting theation
fields that are used to model an advisory. In some cases, it is possible toodovthe database in a format
that is friendly to mechanized processing (e.g. JSON or XML documents), whereas in othelghsmsan
oriented formats (predominantly HTML pages) are available. In the latter ¢éase,tkese HTML pages are
highly structured, simple structure analysis of the pages and textual/pattern matching areesuftizi
identify the mitigation actions. In the former case (i.e. database availabilitpaohanized processirng
friendly formats), it suffices to extract and process the relevant fields, howeverdasa$ a specific adapter
to map the databasé¢specific information schema to a unified CybEmust information schema is needed.

Regarding patch and update file identification, this data can be extracted easily through strarmlysis of
the information and/or regular expression level matching. Furthermore, istroases the installation of a
patch is performed by executing the patch binary or overwriting the vulnerabt&gge with an updated
version, hence patch installation can be automate@ tmnsiderable extent.

Information about configuration changes that should be applied to mitigate an attaslalgreater degree
of variability, since the methods that can be used to apply the configuratiangds are highly dependent
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on the product*®®. Therefore, converting configuration change information to actionable specificatons i
highly likely to require human expert interventio

Disabling and/or uninstalling the software is highly automatable, simeefficial product/package name is
included in the database entry.

Regarding additional information needed to perform attack mitigation, eafees to CVE entries are
sufficient for obtaining information about aspects such as the impact, exploitabitigckavector and
complexity of the threat; some advisory databases include local copies of taeseeimoving the necessity
for an additional lookup. Installation of a patch and application of a configurataally have a low impact
at the availability of services (through the necessitation of service or machstarts). On the other hand,
disabling a service or removing the respective software effectively zeroes the avaikdnliey

3.4.2 Generic security advisories and vulnerability databases

Besides product and vendtoriented security advisories, securifpcused organizations provide
comprehensive lists of vulnerabilities that may affect any software or hardware asset, regardligss of
vendor. A comprehensive list of these databases is included in subsection 3.3. The witliieshese
databases list the products (software and/or hardware, together with their versions) affegtdeblvelevant
vulnerability and the mitigation actions to be performed, whenever such informasi@vailable. However,
comparing to the case of product and vendoriented security advisories, two major additional challenges
exist towards the direction of turning the information in the database entries into aakitenrules:

1. Unambiguous and automated identification of the assets affected by the vulnerahhile generic
security advisories and vulnerability databases do refer to the assets that are affegtedch
vulnerability, the naming used to make these references does not correspond tméhendorsed
by product vendor; this is also true for the versioning scheme. The different vocabulades an
encoding schemes hinder the process of matching vulnerability database entriesatuizatipnal
assets that need to be protected.

In order to tackle this issue, a number of options are available, depending on thtoadd
information present in the CVE:

a. Use of CPE informatiotCommon Platform Enumeration (C®Hjentifiers are used to
precisely specify a platform (firmware, operating system, application software, container
Whenever such information is available in the vulnerability datalzasbwithin the assets,
the matching procedure to identify affected assets can be performed using CPE édgntifi
Some vulnerability databases (e.g. NVD) include CPE information in their entries.

b. Use of SWID informationSoftware identification (SWID) identifiéfsare pointers to
software identification documents. A SWID tag document is composed of a structured set of
data elements that identify the software product, characterize the product's version
organizations and individuals that had a role in the production and digioib of the
product, information about the artifacts that comprise a software product, relationships
between software products, and other descriptive metadata. The information in a SWID tag
provides software asset management and security tools with valuable informagieded
to automate the management of a software install across the software's deployment
lifecycle. SWID tags support automation of software inventory as part of a sofaeset
management (SAM) process, assessment of software vulnerabilities present on a computing
device, detection of missing patches, targeting of configuration checklist assessments,

64 https://www.debian.org/security/2018/dsd4112

85 https://docs.microsoft.com/entus/securitytupdates/securityadvisories/2016/3174644
86 https://nvd.nist.gov/products/cpe

87 https://nvd.nist.gov/products/swid
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software integrity checking, installation and execution whitelists/blacklists, and other
security and operational use cases.

SWID tags are currently supported on major OS platforms, including Windows, MacOS and
Linu¥® and recommendations have been made to modify the vulnerability databases
schema, replacing CPE tags with SWID identifiers [149], insofar however no vulnerability
database has been found to list SWID identifiers.

2. ldentification of the mitigation instruction informationn many cases, generic vulnerability

§ o o % E}A] UJ3]P 8]}v JveSEQN §]}ve 3Z E }ebPdgeE A fidst issue 3} A
encountered in this context is that references including mitigation actions are reatrlyl
distinguishable from other references that simply confirm the existence of theexaldility or
provide other, not mitigatiorirelated information. Furthermore, even in cases that the links can be
distinguished (e.g. through associated tags or by having been structurally placed in a corresponding

o EoC ] vs](] o « S]}v }( SZ } pu vsSeU SZ }vsS vsS }(S&azZ o]vle
high degree of structural and content variability (due to the fact that it is providedilgrse
authors), hence while it can be used for information harvesting, the degree of atitmmthat can
be supported at processing and application/enforcement level is limited.

In the following, we discuss on the above properties that relate to the contettteofulnerability databases
listed in subsection 3.3.

NVD: Within NVD, each CVE entry contains resource specifications in the form of UREkschrslich
resource is characterized with a set of tags; out of all tag vaRegsh Third Party AdvisorywDB Entryand
Vendor Advisonjndicate that the associated URL resource points to a web page encompassing some
mitigation option. The resource URLSs typically point to hutneadable web pages (as contrasted to highly
structured documents like JISON or XML documents), and their content has a diverse forceatheynare
provided by different organizations. However these documents are structured with atnitig options
appearing under suitable headings (egolution Workaround Remediation/Fixes, Workarounds and
mitigations therefore it is feasible to extract such information, albeit in many cases the &edraontent
cannot be used for fully automated determination of actions to be takerD ¢ludes CPE information
allowing each vulnerability to be associated with the affected platforms; how@&RrE information is not
associated with mitigation actions, hence it is not fully possible to identify wagtiution(s) can be applied
to which asset(s).

Rapid7 Vulnerability and Exploit DBVithin Rapid7 Vulnerability and Exploit DB, each CVE entry contains
several fields, out of which th8olution Referencand Solutionones provide mitigation information. The
Solution Referencield provides a URL, which leads to the related page provided by the veaitthangh
sometimes no such page exists and therefore this field is not availabl&dltigonfield provides mitigation
information in hyphentseparated keywords, e.gnozillatfirefoxtupgradet64 Q This field can be useful in
terms of automated mitigation information extraction, at least to some extdrttis is because for each
vendor, it follows a vendasuited structured format. Some examples of this:

f When the solution is provided by Microsoft the formatrisft #kb... , followed by the KB code.
f When the solution is about SUSE Linux and upgrading a component, the fososd isupgrade +
followed by the name of the component to be upgraded. It is accessible ortiyT¥ih page.

Rapid7 Vulnerability and Exploit DB does not provide CPE informhterever it does include a pointer to
NVD, which can be used to identify related CPE identifiers; CPE identifiers retmiévisdashion will not be
associated with specific resolutions.

Security Focus DHhe Security Focus DB provides for each CVE e@ojuiontab. When an update is
available, a human readable text is provided declaring thadates are availabland that the reader should
consult the references tab or vendor advisory for more information. In the references tabailegsovided,

%8 hitps://tagvault.org/frequentlytaskedtquestionstabout tswids/
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Al8Z & o A v3 §]30 U p3hdiceenotlaiteradi@plesip Ghervords, the only information that
can be extracted in an automated way, is if an update is available. It is accessible only througbag@ML

Security Focus DB does not provide CPE information; Security Focus DB entdesGhths, which can be
used as pointers to NVD, through which related CPE identifiers can be retrieved. CPE identifieedrigt
this fashion will not be associated with specific resolutions.

ExploitDB The Exploit DB does not provide mitigation information.

AusCert Security Bulletin®Vithin the AusCert Security Bulletins database, each CVE entry contains several
fields, out of which theRemediation/FixesWorkarounds and MitigationsPatch InstructionsResolution
Workarounds Security Advisory Recommended Actiamsl Mitigation ones seem to be available for
obtaining mitigation information. Except the fact that there are a lot of variations initles as mentioned

above, the information is presented in huma@E o (}J&u s v } ev[S ¢ u S} *ul]s
automated extraction. However, in some cases, namely irPieh instructionsind Resolutionfields, the

actual commands for applying the patch/resolution are provided, divided by veddisoftware. Although

the structure is not ideal; an automated solution could be implementet dtccessible through HTML and

RSS feed.

AusCert Security Bulletins does not provide CPE information; AusCert Seclleiin8DB entries include
CVEs, which can be used as pointers to NVD, through which related CPE identifiers capves.r&RE
identifiers retrieved in this fashion will not be associated with specific resolutions.

CERT Vulnerability Notes D®&/ithin the CERT Vulnerability Notes DB, each CVE entry contains several fields,
out of which theSolutionfield provides mitigation information. This field is written in huntiegadable
format, } 1§ } ev[S ¢ u S} }(( E v uS}suitable stEistdEe. 1§ istavbilable through HTML
and RSS feed.

CERT Vulnerability Notes DB does not provide CPE informationVGIE&Ability Notes DB entries include
CVEs, which can be used as pointers to NVD, through which related CPE identifiers ¢daved.r€EPE
identifiers retrieved in this fashion will not be associated with specific resolutions.

Common Vulnerabilities & Exposuresl Z  }uu}v spov & Jo]8] ¢~ A% }ephE « eSS o
mitigation information.

ICSICERT Advisorigg@/ithin the IC3CERT Advisories database, each CVE entry contains several fields, out of
which theMitigations field contains mitigation information. The information is available in hutmeedable

(JEU 83U v 3Zpe } ov[3 % E}A] v syitable s$ructurd & & availdhteé through HTML

and RSS feed.

ICSICERT Advisories does not provide CPE informatiotCERS Advisories entries include CVES, which can
be used as pointers to NVD, through which related CPE identifiers can be retrieved. CPE ideftifees
in this fashion will not be associated with specific resolutions.

Japan Vulnerability Notes (JVNVithin the Japan Vulnerability Notes, each CVE entry contains several fields,
out of which theSolutionandVendor Statusnes provide mitigation information. Ttgolutionfield provides

a clear description e.@lpdate...  followed by what mat be updated, olse the latestinstaller ,

which can be automated in some level. However, when the solutidppsy Workaroundshe workarounds

are provided in humatreadable format, and thus cannot be automated. The JVN is available through HTML
RSS feed.

Japan Vulnerability Notes does not provide CPE information; Japan Vulneradiiityedtries include CVEs,
which can be used as pointers to NVD, through which related CPE identifiers can be retrigviekn@fers
retrieved in this fashion will not be associated with specific resolutions.

JVN iPediaRegarding the content, the remarks listed above for the Japan Vulner&liegs (JVN) apply for
JVN iPedia as well. Regarding the content access methods, JVN iPedia isadlgiditi@ilable in VULDEF
(XMLtbased) format and an APl is also provided.
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JC3 Bulletin Archivérhe JC3 Bulletin Archive provides several fields for each CVE entry, inSlolditign
which contains mitigation information. The information is provided in hatneadable format with a link to

§Z A v }E[« dgeoSdmetithes the link is for the actual update that needs to be installed, in which
case the process is automatable, but in other cases the link is not useful. It is not structaredcainthat
could be useful and it also seems outdated. It is available through HTML and RSS feed.

JC3 Bulletin Archive does not provide CPE information or CVHi@entience the resolution information
therein cannot be directly associated with assets to which they may be applied.

NCSG@FI VulnerabilityDB The NCStFI Vulnerability DB provides several fields for each CVE entry, including
the RemediatiorandPossible solutions and restrictive measwmass, which contain mitigation information.
TheRemediatiorfield provides a short answer, lil@oftware update patch , which in some cases can

be useful for automation, but not always. TRessible solutions and restrictive measuiekl is written in
humantreadable format, and thus is not suitable for automated extraction. It is accessilyi¢hrough HTML
page.

NCSGFI Vulnerability DB does not provide CPE information; Ni2S@Inerability DB entries include CVEs,
which can be used as pointers to NVD, through which related CPE identifiers can bedetitiéy worth
mentioning that NCSIEI Vulnerability DB entries describe the affected assets in a high level of detail, hence
textual matching technigues are bound to be highly efficient in identifythrey assets affected by the
vulnerability. Whether affected assets are identified through textual matching techsiaqr retrieved
through NVD pointers, mitigation actions are not linked with specific CPEs, hencetlided mitigation
actions cannot be directly associated with specific assets on which they can be applied.

VuIDB The VulDB provides several fields for each CVE entry, includi@pthtermeasuresvhich provides
mitigation information. It is further analyzed RecommendedndStatusfields. TheRecommendedleld has
a short description e.gPatch , Firewall  orno mitigation known . TheStatusfield categorizes the
recommendation provided, for example for thatch value, it say®fficial Fix , for the Firewall
value the relevant text i8Vorkaround . This information can be used in an automwivay, however the
information it provides is very generic and constitutes only a fitsp towards an automated mitigation
action. VulDB appears to be providing the most detailed information regarding notigattions among all
generic vulnerability databases. It is available through HTML, RSS feed and API is provided.

VulDB provides CPE information; access to it requires registration, butrethia case only few results are
returned. Full access to CPE information requires a subscription, which abbe/&dr a fee. Since VulDB
entries contain CVES, these can be extracted and be used as pointers to NVD entries to extract thd full list o
CPEs. Whether affected assets are identified through CPEs retrieved directly from VulDB entries or retrieved
through NVD pointers, mitigation actions are not linked with specific CPEs, hence tdegranitigation

actions cannot be directly associated with specific assets on which they can be applied.

SecurityTrackerThe SecurityTracker provides several fields for each CVE entry, includBautien which
provides mitigation information. This field seems vistiuctured in the case where a fix has been issued by
the vendor. It will state that a fix has been issued by the vendor, detailgtabe fix e.g. a version code, and
o]Jvl (JE& 8Z & o A v3 A v }JE[s AJ*}JEC % P X /3 ] e] 0 }voC SZCE

TippingPoint Zero Day InitiativeThe TippingPoint Zero Day Initiative provides several fields for each CVE
entry, including theAdditional Detailsone, which provides mitigation information. The informationnis i
humantreadable format but in short answers which in most cases seem to have the same structure. Fo
example,Vendor has issued an update to correct this vulnerability. More details canrmedadink. The
previous example can serve for automation up to some level. However, #rereases that a structured
format is not followed, and thus not serving automated extraction purpokes.available through HTML

and RSS feed.

TippingPoint Zero Day Initiative DB does not provide CPE informdiiigpingPoint Zero Day Initiative DB
entries include CVEs, which can be used as pointers to NVD, through which relateler@iR&s can be
retrieved. CPE identifiers retrieved in this fashion will not be associated with specific resolutions.
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Finally, regarding timeliness, VulDB appears to be providing vulnerability analyseg@udgeisfashion than

NVD. This covers the availability of vectors, scoring, references to external sources ancomisictiins.

Table 319 summarizes the issues discussed above for the generic vulnerability databases.

Table 319. Mitigation provisions for different vulnerability databases

E S[o spov E
Database (NVDB}

Rapid7
Vulnerability &
Exploit DB?

Security Focus DB

Exploit DB*

AusCERT Security
Bulletins®™

CERT/CC Vulnerab
lity Notes DB®

Common Vulnerabi
lities & Exposure¥

ICSCERT
Advisorieg®

Japan Vulnerability
Notes (JVNY

JVN iPedid’

JC3 Bulletin
Archive?®

mitigations?

Are mitigations
distinguishable?

t

(bundled into references with nc

means to tell apart which

references contain mitigations)

t
X

(not uniformly listed, automation

hindered)

X

(human readable text, not easily

exploitable for automation)

X

(human readable text, not easily

exploitable for automation)

X

(human readable text, to some

extent exploitable for
automation)

X

(human readable text, to some

extent exploitable for
automation)

X

(human readable text, generic
links only in many cases, only

Includes CPE?

X

t
Indirectly, through a
structurally distinguishable
reverence to NVD
t

Indirectly, through inclusion o
a CVE, which can be used as
pointer to NVD)

t

t
(references to CVEs exist,
which can be used as pointer
to NVD)
t

(references to CVEs exist,
which can be used as pointer
to NVD)

t

t

(references to CVEs exist,
which can be used as pointer
to NVD)

t

(references to CVEs exist,
which can be used as pointer
to NVD)

t

(references to CVEs exist,
which can be used as pointer
to NVD)

t
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partially exploitable for

automation)
NCSGFI X X t
VuInerabllzlty (human readable text, to some  (references to CVEs exist,
Databasé extent exploitable for which can be used as pointer
automation) to NVD; affected assets are
described in detail hence a
good matching level can be
achieved through processing
of text)
X X X
(limited for free use; full after
purchase)
SecurityTrackep* X X t
(references to CVEs exist,
which can be used as pointer
to NVD)
TippingPoint Zero X X t
Day Initiative*® (human readable text, only (references to CVEs exist,
partially exploitable for which can be used as pointer
automation) to NVD)

3.4.3 Generic weaknesses information sources

Vulnerabilities are owing to the existence of weaknesses either in the source or thiguration of the
software. In all cases, the most appropriate solution is to modify or appropriatefigooa the software so
as to eliminate the weaknesses, but in many cases generic solutions can lesl apm@iliminate or reduce
the risk associated with the weaknesses. These solutions include a wide range of measluda)g
reduction of attack surface (e.g. limiting access to threat agents), application of exigenity controls
(e.g. through firewalls), deprivation of necessary antecedents for vulnerabiipjoitation (e.g. through
disablement of execution of code located in the stack segment), blocking of maliciovusk@ackets (e.qg.
through deep packet inspection) and so forth. Whikes noted abové these solutions are suboptimal,
compared to a focused mitigation, they may be used as a risk reduction techniqule sontie
permanent/more effective remediation is available.

Currently, the software weaknesses catalogue that is predominantly used is the Common Weaknesses
Enumeration (CWE?) CWE entries include, among other informationPatential Mitigationssection, in

which generic solutions on how the vulnerabilities owing to the particular wealaredisted. Each potential
mitigation is tagged with a category, with available mitigation categories being:

Architecture and Design
Build and Compilation
Distribution
Documentation
Implementation
Installation

Operation

Policy

X X X X X X X X

89 https://cwe.mitre.org/
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X Requirements
X System Configuration
x Testing

Out of these categories, the one that would potentially be useful for applyingatigigin the context of
CybertTrust isOperation which lists actions that can be applied on the software configuration and/or the
environment in order to lower the overall risk. TIs8y/stem configuratiortategory includes some good
practices for configuring the system (applicable both immediately after intitadl and at any point in the
operation period), whereas thinstallation category lists some generic, installatiime procedures and

practices to follow. Other categories describe actions that are not relevant to Cyfost[ ¢ u]S]P S]}v % Z ¢

Both the product and venddpriented security advisories and the generic vulnerability databases include
pointers to the CWE list and/or mention the CWE identifiers, therefore it is easy tofiddmiweaknesses

to which each of the vulnerabilities is owing. From that point onwards, we can extract the paigpeo
mitigation elements and instruct accordingly the security experts.

Finally, the SWE list is directly available from its source in HTML, CSV and XML formats.
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4. Graphical security models

The use ofraphical security mode(&rSMs) is the most common methodology adopted for the assessment
and investigation of network security against cybstackers. These models visualize the dependencies
among the system assets. Hence, they offer a clear view of the ways aatyaeker can launch the attacks

on the various system attributes, and as a result GrSMs constitute an importarfibtdbé security analysis
and the design of an effective defense strategy. Many different GrSMs have been prggbséd]. The
purpose of this section is not to provide an extensive review of thesaets, but to present the most popular
ones and highlight their pros and cons, leading to the adoption of tbst isuitable model (or combination

of models) for the CybdiTrust project.

4.1 Methodology

In this section we provide an overview of the stadétthe tart in GrSMs in order to evaluate the suitability
of the existing models for Cybérrust project. More specifically, we will highlight the main characteristics,
advantages and limitations of the GrSMs proposed in literature in sectigik&eping in mind the needs of
CybertTrust, so that the GrSM that will be devetwbis alignedA]3Z $Z %o GEBitions[ ¢n ouder to
assess the suitability of the various GrSMs, we define three main criteria

f Ciriterion I: CybetTrust application areas.
f Ciriterion II: Interaction of the GrSM with Cyli€rust modules and services.
f Ciriterion lll: Scalability and genexatiaspects of the GrSM.

which are further detailed in the following subsections.

4.1.1 Criterion I: CybetTrust application areas

The CybetTrust project aims at developing a mulével cybendefense paradigm against a wide range of
cybertattacks. For this reason, the GrSM that will be developed should be able to capture caed m
situations where there are multiple attackEgdals, as well as the various mitigation actions to prevent these
goals from being successfully achieved.

4.1.2 Criterion Il: GrSM interactions with Cyl&rust modules and services

CybertTrust project aims at building an intelligent, autonomous mitigation mechab&sed on stochastic

control approaches angame theory(GT); to do so, a suitable GrSM needs to be selected (or developed).

The GrSM will be the structure upon which the deciginaking process will take place. Hence, there is need
to adopt (or design) a GrSM that allows to model both the attacks and thetewneasures (i.e. the
mitigation actions), along with the (probabilisticansitions through thes C « § different security states.

In addition to the above, the GrSM to be selected, will also be utiligetidocomponent of the TMS that is
responsible for conducting risk analysis; further details are given in Sectiontlée Sesign of the GrSM has
to take these dependencies into account as well.

4.1.3 Criterion Ill: scalability and generation

The scalability of the GrSM should be taken into account for all phdske &rSM cycle: preprocessing,
generation, representation, evaluation, and modification (explained later Bapecially, in the case of a
dynamic environment, the modification phase should be considered carefully. Moreovedetiedopment
process and the available tools that will be required to build the seleGrEM need to be investigated. Only
10 GrSMs have tools available (not including prototypes) and only tBré&d/1s (i.e., AGs, ATs and MPAGS)
have commercial tools4p]. Ideally, we would prefer to take advantage of any available software tools in
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order to be able to generate and modify the GrSM to fulfil Cybasst needs. Thus, in the process of
developing our GrSM, the availability of free and opmource tools will be taken into account.

4.2 GraphicalsepE&]SC u} o[ o0 <<](] S]}v

The various GrSMs can be categorized into tbesed models and graplisased models. The basic
categories of tregbased GrSMs are attack trees [133, 153], defense tr&@s ttack defense trees6p],

attack response trees §B], and attack countermeasure trees [124]. On the other hand, the basic classes of
graphtbased GrSMs are attack graphs [112], multiple prerequisite attack gd&htBlayesian attack graphs
[75], exploit dependency graphs [106], and logical attack graphg.[108

Although, both treetbased and grapthased GrSMs have attracted strong scientific interest during the past
years, there is significant lack of comparison between these two types in terms of gefiectiveness and
performance 45, 66]. Due to the growing need for effective mitigation strategies agaipisetattacks in
modern networks, recent works focus on this issue. A recent study trying to conclude cm mvihod is
more effective in dealing with cybéaittacks can be found ir6f]. The basic differences between these ttee
based and graptbased GrSMs are next explained. A tieesed model is used to describesiagleattack
goal, while a graptbased model can present scenarios withltiple attack goals; in general, a gragitased
model can contain cycles. Attack trees focus on the consequence of an attack, whereas attactypiegdhs
focus on the attackef activity and their interaction with the targeted syste@4].

The above imply that in case there is need to captilwe attack pathsthen a graphbased model would be
preferred to a treetbased one. On the other hand, if the focus is the assessment of the overall network
security, where only the most critical vulnerabilities of the system need tartadyzed, then a trethased
model would probably be more suitable. Graiplased GrSMs can be generated in polynomial complexity
(seeSection 5), but the evaluation phase has an exponential complexity to coweat aif attack paths or
uses heuristic methods. Treéleased GrSMs can evaluate the security in a scalable manner with polynomial
size complexity, but there is a lack of efficient generation algorithms forthr@sed GrSMs1p].

4.2.1 Treetbased models

In this section we briefly review the basic trieased GrSM categories and mention their basic properties.
The following models are presented according to the chronological order that appeeattes literature cee
Table 4.) and are further detailed in the subsequent sections.

Table 4.1Treetbased graphical security models

Attack tree (AT) [128, 134, 133]
Defense tree (DT) [16]

Ordered weighted averaging tree (OWAT) [156]
Protection tree (PT) [26]

Attack response tree (ART) [158]

Attack countermeasure tree (ACT) [124

Attack defense tree (ADT) [63]

Attack fault tree (AFT) [65]
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42.11 Attack tree

t Jee[ %o %o @5R], Whi€h introduced threat logic trees as the first GrSM can be seen as the origin of
numerous subsequent models. One of the most influencing and widely accepted models is the, AB4128
133]. According to the AT formalism, the goal of the attack is represented as the ro®iohdd” and each
node refers to a sukgoal, with its children representing the ways to achieve that goaltgdis are joined

by logical gates (e.g. AND, OR) [134]. An example of an AT is illustrated in Figure 4.1.

Figure 4.1. Example of an attack tree [134]

42.1.2 Defense tree

In 2006, Defense Trees (DTs) were introduced, which are an extension of the Ad@imgrihe ability to

model defensive actions (i.e., proactive, reactive, mitigation, remediation) aldhglve attack events [16].

These actions are placed at the leaf node l®fdDTs. Apart from enriching ATs with defensive actions, the
MSZ}Es U Jviu]l <p v3]3 3]A Jv £ + (JE Ju%uS]VEEEZC (vAasSE [v3E

wellas§Z 3§85 | E[s E SuMexhmpladfaDT is illustrated in Figure 4.2.

Figure 4.2An example of an attack tree (left) and the corresponding defense tree (riggit) [

4.2.1.3 Ordered weighted averaging tree

OWAT was proposed in [156] to extend ATs in order to include partial satisfialbilogical conditions.
OWATs use OWA nodes which allow the modelling of situations in which theognés fErobabilistic

Copyright Cyber tTrust Consortium. All rights reserved. 66



D25dZE & &E}E+[ §% | +&E &

uncertainty in the number of children that need be satisfied for the parent node to be axhigvcontrast

§} WREK} AZ] Z & <u]J]E + }voC }v }( 8Z Z]o ENR[BV} Bl]E PEo0w 3
children to be satisfied. Techniques for the evaluation of an OWAT for the ovetadibplity of success and

cost of an attack are provided.

4.2.1.4 Protection tree

PTs are introduced in [26]; the nodes in PTs represent countermeasures, whilEsinodes represent
vulnerabilities. Both ATs and PTs are AND/OR trees. The root node in a PT dinexgfyooals with the root

vi Jv v dU us 8§z &E -acfresday difier wideksAd example of a PT is illustrated in Figure
4.3.

Figure 4.3. An example of an attack tree (left) and the corresponding protectier{right) [26]

4.2.1.5 Attack response tree

In order to develop an automated intrusion response engine based on ghewetic techniques, the
authors in [158] extended ATs to the ®alled ARTs. ARTs provide a formal way to describe system security
based on possible intrusion and response scenarios for the attacker and response engine, respectively. The
also consider the inherent uncertainties in alerts received from the intrusion detectgiarsy(IDS), i.e. due

to false positives and false negatives. Unlike the ATs that are designed accordingdssiidle attack
scenarios, ARTs are built based on the attack consequences (e.g., an SQL crasihg; desggner doesh

need to consider all possible attack scenarios that could cause these consequisices |

42.1.6 Attack countermeasure tree

ACTs were developed in [124] to extend DTs to include the placement of defecbanisms at every node
of the tree and not only at the leaf node level and incorporate the prdtglof attack. Compared to another
similar model ARTSs, the ACTs do not suffer from the problem of sjaéee explosion (because solution in
ART is resolved by means of a partially observable stochastic game model). The aglsimgle and multi
objective optimization to find suitable countermeasures under different constraint&Cif, there are three
distinct classes of events:

f attack events,
f detection events, and
f mitigation events.

ACT can consist of a single attack event, or an attack event and a detection evengttacarevent and
multiple detection events, or an attack event, a detection event and a atidig event, or an attack event,
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multiple detection events and the corresponding mitigation events. Exampk&€$ are illustrated Error!
Reference source not found.

Figure 4.4Examples of attack countermeasure trees with: (a) one attack event, (b) one attackharnttection
event, (c) one attack and multiple detection events, (d) one attack, one detection anchitigation event, (e)
multiple detection and multiple mitigation

42.1.7 Attack defense tree

In [63] ADTs are introduced and formalized, which present graphically the possible actions ofthentts
well as the available countermeasures the defender can employ. Thus, they provide a reprepesftitio
interactions between an attacker and a defender, as well as the evolution of theitgemechanisms and
vulnerabilities of a system. The authors @3][develop a complete attadklefense language. In contrast to
the ACT, an ADT has nodes of two opposite types:

f attack nodes, and
f defense nodes.

An example of an ADT is illustrated in Figure 4.5, where attack (resp. defense) nodes are skovjresp.
green) color.
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Figure 4.5. Example of an ADT for an attack on a bank ac&8Jint |

42.1.8 Attack fault tree

AFTs are formalized i65], which combine characteristics of fault trees and ATs to jointly capture the safety
and security aspects. The authors equip AFTs with stochastic model checking technigoabléoa rich
plethora of qualitative and quantitative analyses. AFTs model how teo@l (safety or security) goal can be
refined into smaller sultgoals, until no further refinement is possible. In that case, they arrive at the leaves

of the tree that model either the basic component failures, the basic attack steps or on deimstadt

failures. Since subtrees can be shared, AFTs are directed acyclic graphs, rather than trees. Although the
underlying formalism is very similar to the AT, the widened capabilities #flewser to investigate both
security and safety aspects using a single model, which other GrSMs are mostly incapable to do so.

4.2.2 Graphtbased models

In this section we briefly review the basic graphsed GrSM categories. Likewise, the following models are
presented according to the chronological order that appeared in the literaggeTable 4.2) and are further
detailed in the subsequent sections.

Table 4.2. Graptbased graphical security models

Name Reference

Attack graph (AG) [112

Exploit dependency graph (EDG) [106, 107, 104]
Bayesian attack graph (BAG) [75]

Logical attack graph (LAG) [108]

Multiple prerequisite attack gph (MPAG)  [4§]
Compromise graph (CG) [80]
Hierarchical attack graph (HAG) [155
Countermeasure graph (CMG) [17]
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Attack execution graph (AEG) [72]
Attack scenario graph (ASG) [5]
Conservative attack graph (CoAG) [157]
Security argument graph (SAG) [145]
Incremental flow graph (IFG) [25]
Core attack graph (CAG) [13]

4.2.2.1 Attack graphs

AGs [112] were proposed for network risk analysis of computer networks. AG reprastacts states and
the transitions between them. AGs can be used to identify attack paths that are most lilelgdeed, or to
simulate various attacks. In AGs a node represents states (e.g., host, privilege, explbieability), and
an edge is a directed transition from piandition to posttcondition when an event of the state has been
executed. Constructing AGs thyand can be tedious, errdgprone and impractical for an attack graph
comprised of many nodes. Hence, automating the process ensures that the graph is

f exhaustive (contains all possible attacks), and
f succinct (contains only those network states from which the attacker can reach its goal).

Such a way of automated AG construction based on formal logical techniguesaimodetchecking) was
proposed by Sheynest. al. in [138], which receives as input a set of states and a transition relatidn an
outputs the AG. Theonotonicityassumption~}v $Z §3 | & [d4s wa@thijériioning at this point;

this was proposed in [7] to deal with the poor scalability of AG construction eexkpt a more efficient
solution of generating the AGs compared to [138]. The monotonicity gsioimassumes that the attacker
will not give up previously attained capabilities; under this assumnpthe AG constructiope } u %o ocat ]S C
be reduced from exponential to polynomidlq, 74]. An example of an AG is illustrated in Figure 4.6.

Figure 4.6. Example of an attack graph and the generation process [112]
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4.2.2.2 Exploit dependency graph

Based on the monotonic logic of attl [« Z AS5S5Eheauthors in [106, 107, 104] proposed EDG.
The assumption of monotonic logic also allows the resolvability oésyahd other redundancies in the
dependency graph. In an EDG, the fmenditions and postconditions for exploits are encoded as graph
nodes and edges. The resolution of cycles is part of a more general resolytiostadndition redundancies.
That is, there is no reason to cycle among exploits if their postconditiongimetrue after an initial exploit
execution, neither is there reason to execute exploits whose postconditions have alreadymet. As the
authors state, cycles and other redundancies are common in real networks and thegyokations of
monotonicity that must be resolved. Indeed, in the real world, attackers gewes would avoid such
redundancies. We note that i, 102], the authors utilized dependency graph, a structure similar to EDG,
developed thetopological vulnerability analysi€'VA) tool, which builds a dependency graph, which is a
structure similar to EDG.

4.2.2.3 Bayesian attack graph

The authors in5] proposed BAGs in order to provide a GrSM for convenient probabilistic andlysis.
Bayesian attack graph can be seen adiracted acyclic graptiDAG) over nodes representing random
variables and edges signifying conditional dependencies between pairs of nodeudiket elimination
algorithm is used for belief updating and tmeaximum probability explanatiomlgorithm is utilized to
compute an optimal subset of attack paths relative to prior knowledge on attackers and ateatianisms.
Once the BAG is created, it can be used to perform probabilistic inference. The structure oGtlieé&sAnot
differ from the structure of the typical AG, but the AG is treated as a Bayesian network with pisittab
assignments. Hence, the complexity and functionalities depend on thd3.G [

It should be noted though that, in a typical scenario of a BAG, each node in thergmpbents a specific
host of the network with a potential security violation state; two nodes mayesent the same host but
with different states, for instance, one with user privilege, and one with root egeil75]. Therefore, a BAG

is somehow a hodbased attack graph, which is something different from the majority of the other classes
of attack graphs that are being considered as sthtesed attack graphs.

4.2.2.4 Logical attack graph

In [108], a new approach for representing and generating AGs is proposed, referred to as Lé@sr, to

deal with the scalability issues arising in rabithecking approaches such as those described in [138] when
applied to moderate sized networks. A LAG directly illustrates logical deperdeambng attack goals and
configuration information. In a LAG a node in the graph is a logical statembict) does not encode the

entire state of the network, but only some aspect of it. The edges in a LAG specify thetycaelsdions

between network configurations and an atth E[¢ %0 }3 v3] 0 % E]JA]Jo P «X =« §Z MSZIE-
[13§ illustrates snapshSe }( 35 | 8 %eU }E ~Z}A 8Z 83 | VvV Z %% v_U Az E
}(8Z 835 1eU }E "AZC 8Z 383 | VvV Z %% V_X

These causality relations betweenC+S u }v(]JPuHE S]}v Jv(}&u S]}v v v 88 | E[* %
constitute a significant advantage of LAGs. There are two kinds of nodes in a LAG, namely

f aderivation node, and
f afact node.

Fact nodes are further divided into primitive nodes and derivative nodesitRenmodes do not require a
pre tcondition, whereas derivative nodes require. A fact node is labeled with a logical statenterttian
dependent on one or more derivation nodes, which represent a successful applioatarinteraction rule,
where all its preconditions are satisfied by its children. The derivation nodes serve asuambetiveen a
fact and its reasons (i.e., how the fact becomes true).
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The size of a logical attack graph is polynomial in the size of the netwoekeaghlv $Z A}@E S « v ‘[
size could be exponential. The LAG generation tool proposed in [108% lmpon MulVAL109], a network
security analyzer based on logical programming.

4.2.2.,5 Multiple prerequisite attack graph

In [48], MPAGs are introduced along with the corresponding MPAG generatiorcatiell NetSPA. This
structure models attacker privileges and reachability conditions as state nodhe mttack graph. More
precisely, the nodes in a MPAG belong to three types, namely state nodmgqpisite nodes and
vulnerability instance nodes. State nod€E % @E « v3 v 3§35 | E[2 oo afhast jnd outbound
edges from state nodes point to the prerequisites they can provide to an attaBkerequisite nodes
represent either a reachability group or a credential. Outbound edges from prerequisitss mpmint to the
vulnerability instances that require the prerequisite for successful exploitation. Vulnerability instades no
represent a vulnerability on a specific port. Outbound edges from vulnerability instaruEs point to the
single state that the attacker can reach by exploiting the vulnerability. An deashpan MPAG is illustrated
in Figure 4.7.

Figure 4.7. Example of (a) full graph, (b) predictive graph and (tplatprerequisite graph [48]

4.2.2.6 Compromise graph

In [8Q], CGs were introduced to provide a quantitative measure of risk redudi@is a directed graph,
whose nodes represent stages of a potential attack and edges represent the expectdtbtiomenpromise
for several attacker skill levels. CG provides a uniform assessment mechanism that applied to the
evaluation of security measures in other control systems. It providesaatijative assessment of relative
time for an attacker to generate an undesired consequence. However, the CG only consists cftatesck
the model lacks features to capture pre and ptesinditions (i.e., vulnerabilities?p].

4.2.2.7 Hierarchical attack graph

In [155], a novel approach was introduced to generate AGs that are suitabledgetdaale networks. In a

HAGtwo tlayer AG is constructed, where the upper layer is a hastsess graph and the lower layer is
composed of some hogpair AGs. More specifically, in this twayer model, the lower level describes all of
the detailed attack scenarios between each hipstir, and the upper layer skips such detail information to
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show the direct network access relationships between each tpast. An advantage of HAG is that it does
not need to generate a global complete attack graph, and thus saves the computasio ks model also
utilizes the monotonicity assumption. The other assumption that HAG is based ufian user privilege
assumption, i.e., attackers only need user access privileges at source hosts when exploidrapiliies at
target hosts. The generation of a HAG takes polynomial time, whose upper bound compigaditi).

We note that a hierarchical GrSM called HARM [42, 43], whose formalisbedaund in #4] was proposed
with two layers modeling network hosts and vulnerabilities, respectivitgn, an AG is used in both the
upper and the lower layers to generate the HAG. HARM is a hybrid GrSMs that uses bbthrgrapeet
based GrSMs. AG and AT are utilized in two different layers that modeled network ggpata
vulnerabilities respectively. Functionalities of the hybrid GrSMs are dependent on dkdelrased. For
example, if an AG is used in both layers of the HARM, then it can provide attadnsedaoformation,
whereas the HARM with AT in both layers candéf.[

4.2.2.8 Countermeasure graph

In [11], CMGs were proposed as an extension to ATs. The authors extended ATS in tlsteéirsiayhey
consider more complex relationships among goals, actors and attacks. For exampléackncould be
executed by several actors, or an actor could pursue more than one goal. Suaniaceame captured by
CMGs opposed to ATs. Secondly, they include priorities assigned to goals, attecks and mitigation
actions or countermeasures. Finally, they include countermeasures. The edges connect goals to aetors if th
actor pursues the goal, actors to attacks if the agent is likely to be ableetutexthe attack and attacks to
countermeasures if the countermeasure can prevent the attack. An example of allQ&irested inFigure

4.8.

Figure 4.8. Example of a countermeasure graph [11]
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4.2.2.9 Attack execution graph

AEG, a similar GrSM to AG, was proposed in [72]. AEGs include adversary attack betteisoNodes in

AEGs belong to one of the following typésccessnodes which describe the systdspecific network
domains or physical locations through which attackers can attack the syStéiimodes which describe the
proficiency of the attacker in executing specific types of attagksck goalv} U AZ] z & 3§z 3§ |
target goalsKnowledgenodes, which are pieces of system information an attacker can utilize tevach

goal andattack stepnodes which are the intermediate steps of an attack. AEG has similar properties as
MPAG, with an additional intermediate step of an attack and specification ofpinised data or
information. However, the generation method requires manual input of attacids attackerginformation

from the user 45]. An example of an AEG is illustrated in Figure 4.9.

Figure 4.9. Example of an attack execution graph [72]

4.2.2.10 Attack scenario graph

The combination of AGs and EDGs led to ASE®Wards enhancing situation awareness. In order to
guarantee scalability, the authors propose efficient algorithms to track and mmgeing attacks and analyze

future scenarios and show that they scale well for large graphs and large volumesroingaerts. Their

main contributions are the following. They provide a mechanism to index aledtsecognize attacks in real

time and they provide a mechanism to integrate AG and EDG and enabtémeatcenario analysis and

better security decisions. More specifically, they extend AGs the notidimelspan distribution which
encodes% E} Jo]*3] IviAo P }(38Z 383 | E[+ Z A]}@S= W @ % (U6aP
of attacks. The intuition behind ASGs is that the execution of a vulnergb#itya node in AG) might cause

a reduction in performance in one or more network entities (nodes in EDG).iThisn, may affect other

entities not directly affected by the exploit.

4.2.2.11 Conservative attack graph

CoAGs were introduced id%7]. The authors focus on the deployment of a moving target defense system.
The interesting part is that this GrSM models both gaining and losingegewand as a result, it invalidates
the monotonicity assumption [7], which is utilized by most GrSMs. An exampl€oA&s is illustrated in
Figure 410, which is associated with the system of Figudel4.
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Figure 410. Example o& conservative attack grapi$7]

Figure 411. The mission planning system associated with the CoAG of Figr§l87]

4.2.2.12 Security argument graph

A SAGis a graph whose vertices represent security goals (properties) and the edges denote atepesd
between those goalsA SAG is a graphical formalism that integrates diverse inputs (including workflow
information for processes executed in the system, physical network topptogl attacker models) to argue
about the level of system security. They were introduced #5]5nd are automatically generated by the
cyber security argument graph evaluati@@yberSAGE) tool.
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4.2.2.13 Incremental flow graph

IFGs were proposed, along with the corresponding tool called Sphinx, in [Zs]ffarare defined networks
(SDN). The authors aim at detecting in tiate both known and unknown attacks on network topology and
data plane forwarding originating within an SCByhinxincrementally builds and updates IFGs with succinct
metadata for each network flow and uses both deterministic and probabilistic chedklentify deviant
behavior. An example of an IFG is illustrated in Figur2 4.

Figure 412. Example flow and construction of the corresponding flow graph [25]

4.2.2.14 Core attack graph

CAGs were introduced irl3] to reduce attack graph analysis complexity, handle network cycles, ease
visualization aspects and support efficient subsequent analysis. Along with the forroalieblCAGs, the
network attack graph generataiNaggen) tool was developed for generating, visualizing and exploring core
attack graphs. The proposed approach relies on identifying the main attackes/@wards specific network
targets by performing a structural summarization process over the input network. Tlregg@ssentially
summarizes alternative routes between any two directly connected nodes and only ttesgsroutes than
cannot be summarized into any other link in the graph. As a result, the obtairsgths present simpler
structures which in turn can be further explored and analyzed in a hierarchical manner.

4.3 Comparative analysis

Due to the importance of GrSMs in cylisecurity, a number of excellent survey papers are availdalep,
74, 61, KN46]. Perhaps the most complete survey paper in terms of comparison ahwrgrious GrSMs
proposed in literature is4b]. The authors in45] describe the usefulness of GrSMs on the basis of

f efficiency,
f application of metrics, and
f availability of tools.

The efficiency is described by the scalability and modifiability of GrSMsh wdm be detailed in their phases
(i.e. (i) preprocessing, (i) generation, (iii) representation, (iv) evaluation, andnddjfication). The
generation phase uses the gathered security information and generates the GrSM. The representa®n ph
visualizes and stores the GrSM. The evaluation phase assesses the security of the networkeavilgs
given input security metrics. The modification phase captures the change in the networketh syste
updates the GrSM accordingly. The application of metrics distinguishes which typesuaty metrics can

be used, and in4p5] they are categorized into securityriented (e.g., risk analysis), mathematical (e.g., a
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probability of an attack success), or financial impact (e.g., return on investmentavaiiability of tools
describes how the user may access the GrSM in a form of #Hjls [

Treetbased GrSMs do not suffer from the state space explosion when enumerating events, as they are only
dependent on the number of events modeled. Therefore, a scalable generation db&rsed GrSMs results

in scalable evaluation as well. Although generating and representing GrSMs are s(edablgally for
graphtbased GrSMs), there are still needs for scalable evaluation and modification of Ge&ihbased

GrSMs can be generated in polynomial complexity, but the evaluatioreghesan exponential complexity

to cover all set of attack paths or uses heuristic methods. However, many heuratioags have been
proposed that address the scalability issues in the evaluation phasetbbssl GrSMs can evaluate the
security in a scalable manner with respect to polynomial size complexitythbu is a lack of efficient
generation algorithms for trethased GrSMs. As a result, there is still great need for more robust methods
of graphtbased GrSM evaluation and tré@ased generation methods, as well as research into how to
capture changes in the networked system efficiently in GrSMs [1].

Regarding the suitability of the various GrSMs for Cyberst, with regards to Criterion I, the grafifased
models seem to be more suitable, as they allow for multiple attacker godie teepresented and more
complex dependencies among the security conditions and the exploits. Howevdrrid model where a
treetbased and a graptbased GrSM ctexist should not be excluded, as it might result in better scalability

results.

Table 4.3 below summarizes the arguments of the GrSM evaluation. As discussed aherien |
necessitates the adoption of a grafifased GrSM (although a hybrid system is not excluded); as a result,
tree tbased models are not included in the comparison conducted in the table.

AG

EDG

BAG

LAG

MPAG

CG

Table 4.3. Evaluation of GrSMs

The classic AG may not be suitable due to the fact that in AC
node in the graph represents the whole security state, where
we aim at building a GrSM where each node represents a
security condition and the edges show the dependencies arr
these security conditions.

The fact that offer the option to model exploits and the

relations among the security states via pt=inditions / pret

conditions provide a quite suitable framework for modelling
}8Z2 8§z 835 | [ vV (v &+« Ao o

The convenience that BAGs offer for probabilistic analysis
makes the consideration and adoption of the technigues use
in BAGs possible.

The formalization of LAGs, where the nodes represent logic
statements and the edges causality relations between netwc
JV(JPUE S]}ve v 385 | E[* %% E]A]lo P

suitable for the envisaged GrSM for Cybeust.

The representation of security state nodes and vulnerability
nodes is in accordance with the GrSM we envisage for Gybe
Trust.

CGs focus on the expected tirtte tcompromise for several
attacker skill levels and provide a quantitative assessment o
relative time for an attacker to generate an undesired

There is a variety of tools for
generating AGs (l.e., NUSM\
RedSeal, Skybox, Cauldron,
CyGraph), but none of them
is free or opertsource

Although there exists a
generation tool (i.e, TVA), iti
neither free, nor open
source

No generation tool available

The generation tool MulVAL
is available online and opén
source

Although there exists a
generation tool (i.e, NetSPA)
it is commercial

No generation tool available
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consequence. The CG only consists of attack states, the mo
lacks features to capture piteand posttconditions (i.e.,

Apov E ]o]8] e« v ¢ (E +pos 5Z],e'E
not suitable.

HAG  The hierarchical structure proposed by HAGs may be a usef The Safelite tool, which is the
attribute to incorporate into our GrSM. Such an approach mé generation tool for the hybric
be beneficial in terms of the complexity of generating the Gr!{ model HARM, is neither free
as well. nor opentsource

CMG The modelling of attack goals and countermeasures, as well No generation tool available
the modelling of multiple actors, makes CMGs an attractive
GrSM for CybetTrust.

AEG AEGs focus on the representation of the knowledge requirec The generation tool (i.e.,
the attacker to achieve its goals. In cylbErust, we want the ADVISE) is available online,
modelling of the possible countermeasures as well, so this  but not opentsource
model is not suitable.

ASG  ASGs combine AGs with EDGs, so they are in accordance v No generation tool available
the envisaged GrSM for Cyldrust. Moreover, the algorithms
proposed in ASGs for efficiently tracking and indexing ongoil
attacks might be useful for the online iIRS.

CoAG This model invalidates the monotonicity assumption, so in ce No generation tool available
we identify this characteristic useful for the needs of Cytber
Trust, then it arises as a suitable GrSM. Otherwise, other Gr
are more suitable.

SAG Not suitable because of the lack of inclusion of The corresponding tool (i.e.,
countermeasures in the modelling. CyberSage) requires license

IFG Not suitable due to focus on deviant behavior with regards t¢ The generation tool Sphinx i
network flows. not free

CAG The summarization process of the alternative routes betwee The generation tool Naggen
any two directly connected nodes seems to be not suitable fi is not free
the iIRS model, which ideally would like to capture all availat
attacker and defender options.

Regarding criterion Il the two main features that we require is the ability to model the attack sigdtion
actions for the needs of thmtelligent intrusion response systgiifRS), as documented in deliverable D2.3,
and the ability to efficiently perform probabilistic inference mainly for the riskyamsitask performed by the
TMS. The envisaged automated defender and rational attacker formulation of the progectsnna
representation of all the available defendesand attackef eactions. Thus, for fulfilling the needs of the
interaction between the GrSM and the iIRS, the characteristics of EDG, MPAG, CMG and ASG aamduitable
we regard these GrSMs as the basis upon which our GrSM will be developdebi Moreover, we aim at
incorporating characteristics of BAGs into our GrSM, which are suitable for the risk analysis task.

Finally, criterion 1l refers to the technical issues of developing the GrShhislprocess, the possible
expoitation of the suitable already available tools should be consideretbrtiimately, as it can be deducted
from Table 4.3, there are no (wédlstablished) opetsource and freely available tools for the GrSMs we aim
to utilize Geecriterion Il discussion in the previous paragraptgwever, with respect to the scalability issues,
we may incorporate ideas and the hierarchical structure from HAGs and the hybriel HARM (uses both
graphtbased and tregbased GrSM) for our GrSM.
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Asa conclusion to the preceding stat# tthe tart review and comparative analysis, the GrSM that will be
developed and utilized for the needs of the CybEnust project will have two main characteristics. First, it
will inherit the modelling of security attributes and countermeasures in an tdpendency fashion (GrSM
that are closely related with these characteristics and structure are EDG, MPAG, CMG, ASGprithe se
modelling feature that our GrSM will inherit is the probabilistic inference tectesiquovided by BAGs. The
aforementioned GrSMs are collectively in terms of the three criteria the most wedidsiar the objectives

of the CybetTrust. In particular they efficiently incorporate more complex attack progressions thr@ugh
hypergraph representation that allows for the sequential infiltration of the network, they @argood
alignment with the information available to the attacker and defender providgdhe intrusion detection
system and sources of information leakage, they allow for a rigorous and detitedl&tion of present and
future rewards as security metrics, they are amenable to both experimental simulations and tbhabreti
analysis through the use of stochastic games and partially observed Markowdguiscesses. Finally, the
hierarchical structure presented in HAGs and HARM will be considered for bBl@assiusion in our GrSM,
because of the potential benefits in terms of scalability of the GrSM construction and modificatio
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5. Attack graph generation

As it is shown in Chapter 4, attack graphs constitute a main instrument to represent agdeasacturity
attacks. Therefore, generating attack graphs is essential towards illustrating anagtewglthe possible
attack paths in networks. To this end, there are several attack graph generation techniques, whilst there are
also several tools that can be used to automatically apply these techniques to produce (ande)istizck
graphs. Each of these tools is generally uniquely associated with a specific type of attack.graypth a
specific security model. According to the classification presented9) four main issues need to be
investigated towards attack graph generation:

i) Reachability analysis, which provides reachability information regarding how an attackezach a
target.

i) Attack template determination, which allows for deriving the relationships between a ket o
privileges and a vulnerability exploit. An attack template specifies the conditiequired by an
attacker to perform specific attacks successfully; it also describes the conditions dminbe
attacker, in case of a successful attack. The attack templates tfwenattack model.The attack
models can be also classified as followls [4

f Prerequisite/Postcondition (Requires/Results) models, that is models based on prerequisites
defined as the conditions needed to exploit the vulnerabilities, as well apostcondition
determined as the capabilities obtained by the attackers once the prerequisites are in place.

f Artificial Intelligence Based models, that is models in which information of systenge@iion
and vulnerability description is being fed as input, resulting in an atiaggh according to a
reasoning engine that appropriately correlates the input data.

The vast majority of the tools follow the Prerequisite/Postcondition mosketélso Section 3.3.1).
iif) Attack graph structure determination, i.e. determining of a proper type of attack graph.

iv) Attack graph core building mechanism, which rests with the algorithms empkoybdild a graph.
In this context, there are logibased methods in cases that the attack paths are created using logic
deduction methods, as well as grafifased methods if the building problem is seen as a graph
traversal problem and attack paths are created through graph search. Possible attackypdtigp
may also be decided during the core building mechanism.

In this chapter we shall provide an overview of the main currently available, foeiforming a comparative
study with respect to the aforementioned criteria, with the ultimate goal to reveal the gmate tool(s) for
efficiently modelling the attackers in the framework of the Cyfieust system.

5.1 Tools for generating attack graphs

In this section, we briefly review the most important tools for generatitigck graphs via presenting their
main characteristics. Our ultimate goal is to provide a comparative study of the&e towards deciding
which is the one that fits well with the Cyb#irust system. For a more comprehensive survey, we refer t

[59] and @5].

5.1.1 TVA

Thetopological vulnerability analysi@VA) tool utilizes a database of exploit conditions, i.e. the conditio
needed for exploiting vulnerabilities, as well as of postconditions that areegtlaith the corresponding
exploitations [12156]. By these means, combinations of possible attack scenarios can be modelled, based
on the network connectivity and the corresponding privileges that the attaakguires, according to the
exploitations. Therefore, attack paths (sequences of exploits), leading to spetifiork targets, can be
discoverel.
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More precisely, the underlying idea is the usage of an (exploit) dependency @@egp8ection 4.2.2 Pto
represent the preconditions and postconditions regarding an exploit. Subsequegthplasearch algorithm
is used to correlate the individual vulnerabilities in a chaining mode. ThecaivAe used in an offine
network security analysis, to determine optimal locations for the firewalld eatrusion detection and
prevention systems [59], as shown in Figure 5.1.

Figure 5.1TVA attack graph visualization

The developers of the TVA tool first integrated the Nessus vulnerability scammeitomate the network
discovery process. As stated §6], each vulnerability reported by Nessus is being ctiessrenced against

a list of known exploits, whilst Nessilmsed exploits may also have preconditions and/or postconditions for
access type and privilege level. Such preconditions and postcorgliia manually generated from the
vulnerability information, which is available in natural languageTHlerefore, as new vulnerabilities become
known, a manual update of the conditions database needs to take place, thus @isicgrns regarding the
efficiency and scalability of this approathlthough, in [102] and53], an extension of the TVA is described
with scalable generation algorithm. These recent versions of the TVA tool utilize theabdégtconcepts
introduced in #8], which rest with employing the rules in firewalls, as well as the signaturedrusion
prevention systems, as an additional source of information to build a readlabiitrix; moreover, trust
relationships amongst the target network hosts, in conjunction with the usage aefdtips amongst the
applications, are also used for reachability purpo&&h [Other scanner tools, such as Retina, FoundScan and
Symantec Discovery are also employed [102]. The TVA tool utilizeslilie ggext databases NVD and CVE to
produce the exploitation logic. The approach of the TVA assumes the monotqnimjitgrty of attacks and

it has polynomial (quadratic) time complexigs].

Finally, it should be stressed that the TVA forms the basis of a comnattai graph generation tool, being
called Cauldrong4].
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5.1.2 NetSPA

Thenetwork security planning architectu@®etSPA) is based on thetso 0 o 88 | E[* *3 3 U AZ]
combination of the locality and effect (access level) informati8). [A first version of the NetSPA is given in
[10], whilst it has been significantly changed #8][ NetSPA identifies four access levels regarding the
§S | E[* %orodtpuse), BdBandother. A state may provide the attacker zero or more credentials
(which is defined as any information relevant to access control, such as passwhild),the locality is
strongly related with the reachability which in turn depends on whether the access level of the attacker is
root or user(more generally, the reachability indicates whether a given host is able teecbto open ports
on all hosts in the networkdB]). Such information, in conjunction with vulnerability information from saVver
sources, generate preconditions and postconditions. The authorgl8hrgfer to Nessus vulnerability
scanner, the Sidewinder and Checkpoint firewalls, the CVE dictionary, and the NVD vuindedblliase as
the available sources of information that can be employed; the main piecefarmation are network
topology, vulnerability information, and credentials. In the NetSPA, reachabilitytmsdare used to reduce
the space and time complexity of building a grap8][ The NetSPA also assumes monotonicity.

The NetSPA tool is based on theicalled multipletprerequisite attack graphs, whose construction seems to
be faster than others. The preconditions and postconditions are being producedlapsac regression
model. However, as it is stated in [4], the adopted privilege classifitattheme in the NetSPA does not
cover application level privileges. In the typical case, the complexity of tk@PMescales &(nlogn) in
relation with the number n of hosts. A successor of NetSPA, being called GNRHKEE also based on
MPAGs, which provides a simplified view of critical steps that can be takenditaaker, whilst it allows
users to performwhat tif experiments including adding new zdday attacks.

A more recent version of the NetSPA is introducedtifj, which processes the rules in personal and grox
firewalls and the signatures in intrusion prevention systems to construct the reachaluliyitions (as
described above, these principles have been also followed in the new verdiche TVA). Moreover,
similarly to the TVA, trust relationships amongst the target network hosts, in conjunsttbrthe usage
relationships amongst the applications, are also used for reachability purpge@je&inally, features such as
zerotday exploits, clientside attacks and countermeasures have been developed in this last version.

5.1.3 Mulval

The Mulval uses a reasoning system with Datalog tuples and rules, where Datlegnisictic subset of
Prolog, towards constructing a LAG [109, 108]. This tool actually relies on famaaititelligencetbased
model.

More precisely, in the context of the Mulval the output from the vulneigbiscanner tools, as well as
network topology information, are being expressed in Datalog, which arsesutently being fed into the
reasoning engine. The reasoning engine consists of a collection of Dategbased on the operating
system behaviors and interactions between various components in the netwakeThles are hanttoded
and specify exploits such as code execution, file access, and privilege escalation. The Mulva litissed
inputs, analyzes the security risks of the software vulnerabilities in a correlatecbriaahd generates
security alerts.

As stated in theq9)], all the aforementioned rules are seemed to be evaluated simultaneouglgradlel,

which has impact on both time and storage complexity. Both complexity measteem the order of the
square of the number of the hosts in the network. However, according to recent exgais described in
[4], Mulval produced significant rates of false positive and negatives.
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5.1.4 Cygraph

Cygraph is a tool that is being developed by MITRB3], which combines data from numerous sources to
build a unified graph representation for network infrastructure, security posture, cyber threats, andmissio
dependencies. It employs a muttelational property graph formalism [101]. Cygraph leverages upon the
topological vulnerability analysis.

The Cygraph actually uses thetsalled property graphs, which are mutglational graphs with vertices and
edges of multiple types having arbitrary key/value attributes (properties). CyGraph rel@ber tools and
data sources for raw material to build its attack graphs. For example, as descritiéd]jrije Cauldron tool
for TVA builds network attack graphs (security posture) which are ingested into @yGoayber threats,
CyGraph ingests data for both potential and actual threats, including from the Sptuakalysis tool, packet
capture via Wireshark, the NVD, andmmon attack pattern enumeration and classificati@APEC). For
capturing mission dependencies on cyber assets, CyGraph ingests models e@\blopgh other MITRE
tools.

5.15 CyberSAGE

CyberSAGE tool automatically generates a SAG, having manually as input infoonatie topology of the
network, attacker actions and capabilities [145]. The various piecev@fsdi information such as business
processes, network topology and adversary information will be represented by CybeaSAHt models.
These will be used to initialize the graph generation engine. The tool providegsstitative security
metrics to support holistic security assessments of critical infrastructure systems. The corragpondi
algorithm suggests a polynomial time complexityO¢TV), where T is the number of templates and V is the
number of vertices.

5.1.6 ADVISE

Theadversaryview security evaluatiofADVISE) tool provides a discrseent simulation environment for
producing network security metric value8g]. It is based on an attack execution graph, which &et of
paths determined by attack steps. An attack step is being considered as successfeljtittexd skills, access
conditions and knowledge items have been obtained by the attacker. Therefierauthors in§8] describe
the attacker profile, as the one holding the skills of the attacker and tialiknowledge about the target
network.

The attack execution graph is used in conjunction with the defined attacker profiles tthérattack paths
that could be followed by the corresponding attacker types. In fact, the ADVISBito@s, via simulation,
the progress of the attacker inside the network as a series of attack steps accordivgatiacker profile.
During the simulation, the tool computes values for the network security c®tthese can be state metrics
(i.e. the average amount of time the target network is in a specific state) ot enetrics (i.e. the average
number of times an event occurs).

The attack decision function used by the ADVISE tool accounts for the cost, payoff and detection fyrobabili
when determining the next attack step for the attacker [59]. The modeling formalfsADY¥ISE has been
incorporated in the M&bius modeling simulation tébol

5.1.7 Naggen

The network attack graph generatofNaggen) is a recent security tool aiming at the generation and
visualization of specific attack graphs, being called core graphs. As describ8g Neggen is composed of
three main building blocks:

0 hitps://www.mitre.org/research/technologyttransfer/technologytlicensing/cygraph/
1 https://www.mobius.illinois.edu/
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f Naggen Shella commandiine interface for configuring and controlling the generation process,
f Naggen Corgis responsible for the analysis and graph generation processes, and
f Naggen Displaywhich contains visualization mechanisms to display the generated attack graphs.

The main novelty of the Naggen seems to be the use of core graphs; thess graptfompact, allowing for
areduction in the analysis complexity. The main underlying idea of the corbgrapts with identifying the
main attack paths towards specific network targets by performing a structural sumatian process over
the input network. By this summarization, the obtained graphs have simpler structures.

5.1.8 Evaluationt Discussion

Table 5.1 summarizes the main characteristics of the software tools discussed so far.

Table 5.1. Software tools for developing attack graphs

Attack Building Integrated with Complexit License
template mechanism y model

TVA Text EDG Grapht Nessus, Retina, FindSca O(n?) Commercia
processing based NVD, CVE databases, et |
based attack
template

NetPA Manually MPAG  Grapht Nessus, Sidewinder, O(nlogn) | Commercia
defined attack based Checkpoint, NVD, CVE I
template databases, etc.

Mulval Manually LAG Logictbased Open\AS Nessus on?) to Freg?
defined attack on)
template

ADVISE  Manually AEG Grght None (ADVISE used for N/A https://ww
defined attack based design decisions before w.mobius.il
template the system is deployed o linois.edu/

before network changes
areimplementedti.e. it

analyzsarchitecturalt
level vulnerabilities)

Naggen Manually CAG Grapht N/A N/A Not
defined attack based publicly
template availableé®

CyberSAGE Manually SAG Grapht The modeling of the ainT), License
defined attack based potential threats rests ~ whereT= needed*
template with a list of potential number of

attack actions for templates

different device classes
and the required attacker
properties to perform
those actions

72 hitp://www.arquslab.org/software/mulval.html
73 http://www.naggen.org/
7 https://www.illinois.adsc.com.sg/cybersage/download.html
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Cygraph  Manuallyt AG(in Grapht Nessus, Retina, Qualys, N/A Not free
defined attack multit  based Nmap, NVD, Wireshark, (communic
template relational etc. ation with

form t MITRE)
property
graph)

If an attack template is being characterized as manually defined, it corresponds to a case thatleeem
is manually formed by security experts. Otherwise, a tpracessing based attack template refers to a
template formed by applying text processing methods to the informatimmtained in appropriate databases
[59]. As main conclusions, we derive the following:

a)

b)

c)

d)

5.2

Most tools are not open source neither free; an exception being the Mulval tool, ashedilobius
modeling simulation tool.

Attack graph tools require input information which can be gathered through different softivars;
this is not fullytautomated, due to the fact that information on vulnerabilities are mainly deedrib
in natural language in public databases/sources. Hence, it is expected that thesgrshould be
(semit)supervised by humans and, more precisely, security experts.

Although each tool utilizes a different graph model, all types of graphs aeetbtssed and not host
based (that is their nodes do not correspond to elements of the network, but to a state related wi
the system/attacker status, in terms of whether vulnerabilities have been exploited).omlye
exception is Naggen that, according to the démgenerates hostbased attack graphs.

All proposed models seem to have inherent complexity issues and thus, hathdlisgalability in an
effective manner still constitutes a challenging research task.

Attack graphs for CybdTrust

In CybertTrust platform, it is necessary to implement both proactive and reactive measaorespeding
potential attackers from mounting successful attacks. The above analysis illustratesntladtiack graph
possesses many advantages that allow for both modelling an att&cke Z A]}E <« A oo « (}&E ]
and alleviating possible weaknesses in the system; moreover, attack gtashdescribed in the sequel
constitute a powerful tool for performing static and dynamic risk assessment of networks.

Due to the heterogeneity of the devices that will be part of the Cybarst ecosystem, which in turn results
in special security aspects, appropriate attack graph generation models shouldgbeyedh being able to
capture this complex attack surface. To this epighbabilistic attack graphseem to be a proper path to
address the security challenges.

The notion of probabilistic attack graphs is quite broad, including amgclatgraph which also has
probabilities that model the likelihood of compromising each node of ttaply, according to the specific
information it carries. In a typical scenario, CVSS scores (see Section 6) caed b® nsodel such
probabilities ti.e. the probability of compromising a nodevhile being at a noden (that is the conditional

probability Prp| m]) can be estimated through the CVSS scores of the vulnerabilities corresponding to the

noden that can be exploited starting from the node Bayesian attack graphs, which are described in Section
4.2.2.3, present such desired properties. Although the initial definition of Bayesiatkaitaphs in [75] is
quite strict with regard to the type of its nodes, the principles that rest with Bayesian attapkgcan be
also applied to clustered structures of networks, thus generalizing the notion of a goa#) hy these
means, a Bayesian attack graph can be appropriately constructed to model the dep&sdmeroiss clusters,
via adding one edge from one node in each cluster to one node in each oftteeclusters, provided that

5 http://demo.naggen.org/

Copyright Cyber tTrust Consortium. All rights reserved. 85

S



D25dZE & &§}E[ 3 | «&E

the DAG structure required for BNs is retained [90]. Such an approach may also efficiently atieladitity
issues.

None of the software tools described in Section 5.1 seems to suitswilelBayesian attack graphs, whilst
the vast majority of them are not freely available. Therefore, in the framework of the Cihest project,
the modelling of the potential attacks will be implemented in antlaat manner, via developing an
appropriate probabilistic attack graph to capture the dependencies between the several partaeftivek
under monitoring, in relation with the possible vulnerabilities that migétexploited by the attacker. To this
goal, several open source implementations of some algorithms generating attack gréiiesinvestigated;
for instance, the following open source implementations will be examined in terms ofaghyelicability and
effectiveness:

f The Python implementation imithub.com/Rhy0ThoM/DistributetittacktGraphtGeneration is
related with the method of distributed attack graph generati@Q][ which is based on a parallel and
distributed memorytbased algorithm that builds vulnerabililyased attack graphs, with the aim to
cope with the size explosion of the graph.

f The Python implementation imthub.com/av9ash/AttackGraphAnalyzealculates the probabilityfo
a root node being compromised, through the usage of a local NVD database to nernaézscore
and assign it as a vulnerability value for that particular node.

f The Python tool imithub.com/cyberimperial/attackgraphsaims to help security administrators to
reason about the risk posed to the various system components and to evaluate adveasaria
defense strategies when signs of compromise have been found. This product alsents be able
to provide a visualization of the network, whilst the inference engine depends on Mulval.

f Python and C++ implementations of BAGs are giveiitinb.com/lovingmage/IBAG

It should be pointed out though that the aforementioned implementations areteeted, whereas their
documentation is very limited.
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6. Risk management and attack mitigation

Risk management and attack mitigation are important processes for the protedtidnmrastructures from
advanced cybetattacks. There exists a large number of risk assessment & management standards and
methodologies, e.g. those by NIST [96, 93, 95] and Ithernational Standards OrganizatiofiSO) /
International Electrotechnical Commissi¢izC) [50, 51, 52, 49], providing concrete frameworks and
guidelines for managing risks and threats. Managing security risks is quitapdex task that in a holistic
approach involves many different leve85]: (a) organizational (b) mission and business processa&sd (c)
information systemsOur sole concern here is the last level, i.e. how to manage risks at the infanmatio
systems level, particularly focusing on the needs of Cifreist project.

Risk management is about dealing with security riskspimactive A CU ]X X 8} Z GE v *Ce3 ufe
eliminating its weaknesses and minimizing potential risf®rethe occurrence of security incidents; this is

a continuous and iterative procesD}*S }( S$Z %o E} %o} (E u A}YEIe }ve] E 3ZE
vulnerabilities in isolation to those existing in other infrastructiselements and they work well in more

typical setups, where the environments are more or less static; atlegbl framework is covered in Section

6.1. The loT ecosystem allows the formation of much more complex and dynatworks, compared to the
previous setup, where typical risk management frameworks are quite hard to implemenagtice. The

design of risk management methodologies that are able to cope with highmgnelg environments has
already drawn the attention of standardization bodies, e.g. NIST [97], and constitudesiaresearch area.
Although efforts have been made to transform traditional standards from static procedunatiastio more

dynamic approaches, e.g. in [98], the vast majority of the approaches rely ors@&dbection 4) and are
presented in Section 6.2.

On the other hand, attack mitigation refers to the procedures that have to be in ptateat any defensi
action is taken in seactiveway, i.e. during a security incident. The approach taken by GVhest project is
to rely on the same models, that is GrSMs, in order to devise intelligent intresgponse and mitigation
solutions. Therefore, Section 6.3 provides a classification of mitigation adtiath proactive and reactive)
to allow for a sufficient degree of automation in the attack mitigation procemsgalvith a number of tools
to be used for enforcing the selected mitigation actions.

6.1 Static (typical) risk management

As highlighted above, NIST has published a framework for risk managen@3 imat includes three main
phases: (a) risk assessment, (b) risk mitigation, and (c) evaluation and assessment. Frorolehgskvh
management process, we subsequently include only those steps that also providéaripatmethods of
Section 6.2, or are performed in a more dynamic fashion (to allow for comparison). In adsiiéps having
already being presented in the previous sections (e.g. vulnerability identificadfoSection 3) are excluded
as well.

6.1.1 Risk assessment

In order to assess the overall risk linked to the identified vulnerabilifesn IT systensé Section 3), the
computation of (a) the likelihood of a vulnerability being exploited] &) the impact that a successful
exploitation will have onthe C+3 uf[e }% & 3]}v v v }EP wEeds]th\bpeperiorineds The
o]l o]Z}} }( v 88 | % Vv ¢ }v 8Z séesSedtidh [#), the@palticnlar details of the
vulnerabilities, as well as, the effectiveness of the security defenses in pla®8],ladualitative rating of
the likelihood has been given, whereas more contemporary techniques nefjantitative methods that
are built upon the CVSS standard, as shown in Section 6.2.1.

On the other hand, to conduct the impact analysis a security expert needs to weigithation about a
* C + 5 mj3sion (services, processes, etc.), critical data (their value), and theatad#ivity The impact of
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a security incident is commonly measured in terms of the loss or degradadtithve anain security goals
confidentiality integrity, and availability (CIA). Such a measurement is either quantitative (for tangible
aspects, like loss of revenue, cost of patching, manpower required, etc.) diatjual{for those aspects that
cannot be measured in specific units) and therefore they are subjectively assignedricalar magnitude
Table 6.1 provides indicative definitions of the qualitative categories.

Table 6.1. Magnitude of impact definitions [93]

Ju% &[* u%e &[+ (Jv]&]}v

magnitude  (Vulnerability exploitation may:)

Low f result in the loss of some tangible assets or resources;
f noticeably affect an organizatighmission, reputation, or interest.

Medium f result in the costly loss of tangible assets or resources;
f violate, harm, or impede an organizatigmmission, reputation, or interest;
f result in human injury.

High f result in the highly costly loss of major tangible assets or resources;
f significantly violate, harm, or impede an organizatgnission, reputation, or interest;
f result in human death or serious injury.

Apart from the likelihood of an attack exploiting a particular vulnerabilitiditonal factors that could be
taken into consideration towards computing the impact, might include the @pprate cost of auccessful
exploitation as well as the way that this cost varies if the (successful) attack is carriedtiowgdtyactors of
a specific profile.

In order to measure the risk, a rigkvel matrix is commonly used [93], whose inputs &¢& §8 [
likelihood and its impact, as determined above; the scoring granulafitiese factors varies amongst the
methodologies, but often three levels are used, nantefjh, medium andlow. The determination of the risk
levels is subjective; a typical example is provided in the 3x3 matrix of Table 6.2.

Table 6.2. Traditional risk matrix for risk determination [93]

Medium (50)  High (100)

g Low (0.1) Low Low Low

_8 10X 0.1=1 50X 0.1=5 100 X 0.1 =10
€ | Medium (0.5) Low Medium Medium

% 10 X0.5=5 50 X 0.5=25 100 X 0.5 =50
£ | High (1.0) Low Medium High

|_

10X 1.0=10 50 X1.0=50 | 100 X 1.0=100

Risk scale: lod t 10); medium (11t 50); and high (51 100)

If the outcome suggeststagh risk there is a strong need for corrective measures. An existing system may
continue to operate, but a corrective action plan must be put in pe€soon as possible. If the outcome is
rated asmedium risk then corrective actions are needed and a plan should be developed to incorporate
these actions in a reasonable time period. Finally, if the outcome is descrided aisk then corrective
actions might still be implemented if (otherwise, the risk is accepted). The cogexttions that are taken
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proactivelyfrom an organization, so as to mitigate or completely eliminate tleatified risks, involve the
identification of the proper controls and additional/alternative security mechasishat are available for
mitigating a risk. During the selection process, the following factors are takendngideration 93]:

f Effectiveness of controls;
f Legislation and regulation;
f Organizational policy;

f Operational impact; and

f Safety and reliability.

The control recommendations resulting from the risk assessment process are providgdia®ithe risk
mitigation process, during which they will be evaluated, prioritized, and implésden

6.1.2 Mitigation strategy

The risk mitigation process is responsible for selecting and implementingabeappropriate controls for
(ideally)minimizingan IT* C S u [« Whiler &t the same timeninimizingthe impact on an organizatidn
resourcesor mission, andninimizingthe cost of implementing the selected controls. It is clear that this is a
hardtto tsolve problem § Z 3§ Jue Av ZE E]Jv 3 C[* Z]PZoC }u%o &£ /d +C:
elimination of all risks is almost impossible in the vast majority of the casesstatic risk manageméen

framework, a general procedure that can be followed for mitigating risks invadags [
f Ifavulnerability exists, implement techniques to reduce the likelihood of being eggloi

f If a vulnerability can be exploited, apply proper security controls to minithizeisk of occurrence.

f f8Z 88 | E[s }*S ]* 0 «« SZ v, apdly polestions|tapvPEve SZ S5 I[« }e
(thus, decreasingZ SS Indivition).

f If the loss is high, apply technical and ritathnical measures to limit the extent of the attack
(thereby reducing the potential for loss).

The security controls that will be eventually deployed will be the result of atlsesefit analysis aiming at
determining if the cost of implementing the controls can be justified by tleicgon in the level of risk. In
more detail, this involves determining the impact of implementing (or ttwg)controls, estimating the total
implementation costs (e.g. hardware/software, performance reduction, policy@dore realization,

personnel hiring/training, and maintenance costs), and assessing the implementaisté against system
and data criticality. An estimate of the disruption potential or operational degradatiat the application

of new control will impose on the target system can peS ]v (E}u S ZextEnsiad configuration
checklist description formgXCCDF) specificati®®], where the following values are foreseen:

f unknown (disruption not defined);

f low (little or no disruption expected);

f medium (potential for minor or sh tlived disruption); and
f high (potential for serious disruption).

The risk remaining after the implementation of the controls is caksitdual riskIf the residual risk has not
been reduced to an acceptable level, then the risk management cycle must be repeated until itgetalue
lower than a predefined threshold.

6.2 Dynamic risk management on graphical models

It is clear from the risk management framework presented in Section 6.1 that such approaebesing
the subjective analysis of threats and risks by security experts in manytdteges great challenges when
they are applied in complex and highly dynamic environment$. Qidch challenges concern the large
number of new vulnerabilities discovered each day, the égewing complexity of the IT infrastructures to
be protected, the technical sophistication of the multistep attacks carried out by d¢gtiackers in order to
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incrementally penetrate networks and systems, as well as, the inability of the curreritgedefenses to
detect such attacks.

6.2.1 Risk assessment

The information needed for assessing the overall risk linked to the identifile@nabilities of an IT system

i.e. the likelihood of a vulnerability being exploited ande i~ ¢ (p o A %impdét, &g measured in a
guantitative manner using industry standards. The use oftthramon vulnerability scoring systd@VsSSs) is
prevalent in this area; it provides a measure on how critical a vulnerabiiityld be considered to be, so
that risk mitigation efforts can be prioritized. CVSS three groups of metrics, also depi€igdre 6.1base
temporalandenvironmentalmetrics. The base metrics contain a set of features about the exploitability and
the impact of a vulnerability; the correspondibgse scoré€BS) is computed a85L '5 % E +Byneans

of the exploitability sukiscore(ESC) and thenpact subtscore(ISC).

Figure 6.1. CVSS metrics and equatibns

6.2.1.1 Setting up the saw

Next, we present how dynamic approaches relying on GrSktsSection 4) utilize CVSS in computing the
o]l 0]Zz}} }( 88 IU SZ % E} ]o]SC }( *n e**(pHO AE%O0}]S S]}v v v 85§

Attack likelihood. This probability is required by all frameworks having been proposed foangig risk
managementtseee.g. [97, 114, 3, 76, 91, 33]. This probability can measureraurknowledgeabout the
likelihood of an attack targeting at some specific vulnerability. Clearly, the prdapabibuld depend on the
availability of exploit code and the current state of exploit techniques (egofpoftconcept or fully
functional exploit code). This knowledge is captured by CVSS dgglodt code maturitfE) temporal metric

that takes values in the range [0, 1d.Z] Vv o0°} o]vl §} §Z  Sé&emor€&Eip-Séati@)(]jo ~
since the availability of eadio tuse exploit code means that even unskilled attackers will be able to launch
the attack.

Exploitation likelihood. Given the existence of an exploit for a vulnerability, the likelihobd successful
exploitation depends on several factors. The CVSS standard provides a sufficient séticsf om these
factors, and specifically on the following

f Theattack vector(AV) reflecting the context by which vulnerability exploitation is possible.

f Theattack complexityAC) describing the conditions beyond the attacker's control that must iex
order to successfully exploit the vulnerability.

f Theprivileges requiredPR) documentinghe level of privileges an attacker must possess before
successfully exploiting the vulnerability (part of preconditions in Section 3.3).

6 https://www.first.org/cvss/cvsav30 tspecificationtvl.8.pdf
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f Theuser interaction(Ul) capturing the need for a eisto actively participate in the successful
compromise of the vulnerable system.

Let#8 (& % (&4 qand7+ ,denote the base metrics corresponding to the above factors. Then, the
exploitability subtscoreis computed as follows

ZA 5% e <o kF—e . Sfe%hott
' 0 ~qgc .
PN D sz 50 <o k. Sfe %t

where '5% gL #8 (H#% 24 o7+ gcThe expression shown above has already been adjusted by
the 1,08 factor that the CVSS standard uses to weight the base score if scope is charthedabove is the
direct contribution of the exploitability to the computation of the base The same expression has also
been used by other works in the literature, where it is also referred to agptbbability of successf an
exploit Aj[114]; i.e. it holds ">A?L t '5 % . Many variations of this approach can be found, e.g. by
differentiating this probability for the initial and intermediate steps of a nstéfp attack, or even between

the proactive and reactive mode of risk analysis [33].

Impact computation.As in the case of static risk management methods, the impact of a securitgring
measured in terms of the loss of confidentiality, integrity, and availablowever, it is important that the
impact measurement iguantitative in such dynamic framework in order to allow for immediate proactive
actions or reattime reaction to ongoing cybdattacks. Towards that direction, the CVSS standard is also
usedS} Ju%pusS SZ ]u%[98;[thisds acterplished by computing the impact ssdwore, which is
defined as

XAt +5 %, CotE—e  Sfe%ott

. y
%L g :+5%cF rat{; F uds: +5%F ratr;®% <otk Sfe%tt

in CVSS 3.0, where tBeope changdlag indicates the ability for a vulnerability to impact resources beyond
its means, or privileges. Likewise, the above expression equals the direct contribtitioe impact to the
computation of the base scor&he parameter+ 5%, s given by

+8% gl sFisF%g:sFtgsisF# g6

where % q@a +qcf * 1 # denote theconfidentialityimpact,integrity impact, and theavailabilityimpact
respectively. Note that |f the term$% @ +qcf * T # cwere interpreted as probabilities, then the
expression computingr 5%, above would be interpreted as the probability of admitting apact of any
form. To keep things simple, only the expressions relying obadke metricare shown above. The CVSS 3.0
standard also provides modified equations due to the environrakentetrics that consider the security
controls available in the IT system under analysis in order to delivee @ccurate set of score®ther
approaches in the literature, e.g. [33], use simpler expressions for computing tlaetisybtscore

+5%cL U, % qcE U+ qE U # 4

where U4 Aand U are weights, satisfyindl,E UE U L s that are related to the criticality of assets
affected by a vulnerability with respect to confidentiality, integrity, and availability respectively

6.2.1.2 Dynamic risk modelling

To deal with the drawbacks of static risk models, GrSMs in conjunction with pliebalechniques (often
based on Bayesian inference) have been proposed in order to model and assedsntifeed risks of IT
systems [97, 114, 3, 76, 91, 33he nodes of attack graphs are assigned a probability that describes the
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likelihood of being attacdd, whilst the edges of the graph are labelled with the probabilities of successful
exploits (as described in the previous section). An example gragveis in Figure 6.2, where A, B, C (resp.

D) are referred to ainternal (resp.externa) attributes of the GrSM. The probability that is given to an
external attribute represents the chancesof® u}s 3§85 | ~ v Ju% pus A] 8Z A %o0}]S
of CVSS as shown above, oritcan®2 +« PE]SC u ] sybjédiiveddettef)s These models allow
calculating thdocal conditional probability distributioLCPD) at each internal attribute that represent the
likelihood of being attacked given knowledge on the state of the parent node(s).

Figure 6.2Example BAG illustrating probability computations [114]

To rely on Bayesian techniques for risk assessmie@BAG should be an acyclic graph; although cycles can
often occur in attack graphs, due to the modeling of different attack scenarj@$esdo not increase an

§§ llikelihood or its impact. The dynamic aspects of this approach pertahetability of updating the
probabilities assigned to nodes due to emerging security conditionsgelsain contributing factors, or the
occurrence of attack incidents. The BAG can then be used to calculate the postehabifities in order to
re tevaluate the risk from such emerging conditions.

6.2.2 Mitigation strategy

The objective of dynamic risk mitigation strategies is likewise to select the securitplscsimultaneously
minimizing the risk, the impact, and the cosétloeir implementation; their realization is done on GrSMs and
involves solving a constrained (mutibjective) optimization problem [114, 30, 33]. Aspects concerning the
cost of mitigation actions, e.g. blocking or disabling a service, patchingexahility, etc. are organization
specific and dependon « EA] [+ }E }oridehltyvEhpeavailability of mitigation actions is available
from the s femediation leve{RL) temporal metric, which may take five valuggcial fix(O),temporary

fix (T),workaround (W), unavailable(U) andnot defined(X) tmore details about the mitigation actions are
provided in Section 6.3.

Risk mitigation strategies on GrSMs that ainpatactivelyminimizing an ITeC «3 u [+ & Jisdrative in
nature; this is due to the selection of some iterative solver for the optintimgtroblem at hand or due to
the implementation ofa greedy algorithm for tackling efficiency. In the latter case, the steps3aie [

f Selection of exploit node from the attack graph based on centrality measures.
f Selection of mitigation action based their cost.

At each iteration, the first step determines the exploit node to be removed fitoenGrSM and the second
step to decide the mitigation action to be taken. This continues until the sum of tigation actiongcost
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exceeds the available security budget. In each iteration, an exploit node @eeinthe graph isipdated,
and the new mitigation metrics are calculated; a hilgivel block diagram is given in Figure 6.3.

Figure 6.3. Attack graphased countermeasure selection

On the other hand, risk mitigation strategies on GrSMs that aim at operagandively select and activate
new countermeasures so as to stop the propagation of ongoing attacks. On the bas@ mstances of
detected security violations, a priori and a posteriori steps of an attacker are mappetheifevel of risks
of the GrSM nodes is updated. The set of the available countermeasures is ist@retabase before the
countermeasure selection process. To conduct the reactive countermeasure selection peogessher of
metrics have been proposed in the literatui&d], like intrusion response cost assessi@RCA)eturn on
investment(ROIl)return on attacklROA)return on security investmelROSIyeturn on response investment
(RORYI), angtateful RORISRORI) [31, 32].

In addition to the above techniques, a number of advanced mitigation stratégies been proposedee

e.g. the work of [85, 86], that model the defender as an intelligent agent anenetiynamic programming
techniques for deriving theptimal (in the longiterm) defense decisions (i.e. mitigation actions as a response
to an ongoing attack), maximizing a properly designed utility func8oich approaches constitute a perfect
match with the gamdtheoretic framework of Cybefrust and will be further explored in the forthcoming
deliverable D5.1 that will present the statief tthe tart in this area.

6.3 Mitigation actions

Regardless the specific mitigation strategy having been established in the cohgestatic or dynamic risk
management framework, the mitigation actions available to the defender riedze known in advance for
dealingw]$Z §Z &]ele v SZE S8« ] vSs](] MHE]JVP v /d «C*S uf[s 0]( S]u X ¢
in the desigrof the intelligent cybetdefense capabilities of Cyb#&rrust, where the mitigation decisions will

be made in an autonomous manner. Thus, in this section a classification of thatimitigctions is given (in

Section 6.3.lalong with a number of available tools for enforcing the defensive deadiading been made

(in Section 6.3.2).
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6.3.1 Mitigation actions classification

Mitigation actions are typically classified poactive (or preventivg and reactive Although the needs of
CybertTrust are primarily focusing on the latter for the efficient implenagiun of the iIRS, the knowledge
of the former is useful for the risk assessment module of the trust management system GiNt®).the
implementation of the mitigation actions often relies on common techhcontrols, they are expected to
share other characteristics as well, like thglementation costs, their effectiveness, etc uEhworking with
classes or taxonomies of mitigation actiddso ]|  Eextedgible configuration checklist description format
(XCCDF) specificatio®], allows to reason about their properties in a moré@ént way.

6.3.1.1 Hightlevel taxonomy

The taxonomy of the available risk mitigation actions of Table 6.3 has been providé&byand is included
hereto( Jo]8 & 8Z ep e+ <p vd }JEP v]I §]}v }( v ]Jvs aodi® and als¢ supp@[« A ]
the automated and interactive remediation.

Table 6.3. Classes of risk mitigation actions [99]

Configure Each asset stores configuration files. Among others, these files include infonntiztic
functional settings that determine how the asset operates, ports that are active
operations and how they are configured, services that are enabled. The proce
ensuring proper configuration involves a process of periodically checking asaitst &g
defined configuration state which is known to be the most secure. For example, if a ¢
allows directory listing, this will provide useful information to an attacker.

Combination | The combination of two approaches is a sekplanatory term. It includes cases whe
only one remediation technique is not enough. For example, if a hostisraldle it might
be due to insecure configuration and a missing patch for a known vulngrahiliwhich
case both the adjustment of the configuration and the application of the patch
necessary.

Disable The disablement/uninstallation of assgt®mponents is necessary to decrease the att
surface. Usually assets come with preinstalled applications and default configuratior
need to be uninstalled/disabled. Also, when under attack, the temporary disableniie
a service can be crucial in a tinsensitive situationFa example, as the SSL and 1
1.0/1.1 protocols are vulnerable, a website administrator should disable thednleave
only TLS 1.2 and 1.3 enabled.

Enable The need to enablefinstall previously disabled/missing components of an dssain
occur when detecting a service that is disabled when it is recommended to be enabl
security reasons. It can also occur when a new component is released and its inste
is recommended for security reasons. For example, when a WordPress silecisble
to e.g. XMURPC attacks, there are available plugins that can be installed.

Patch This involves the application of a patch, hotfix, update, etc. Patching is the praofc
repairing system vulnerabilities which are discovered after the components have
released on the market. A systematic checking and patch application mechan
essential for large infrastructures. Failing to apply patches as soon as they are re
leaves the assets vulnerable to attacks that can in many cases be easily depshysd
using publicly available exploi& }E A u%o0 U Z}eS Euvv]vP D” t]
patched against the vulnerability used by the WannaCry ransomware can be comprc
using publicly available exploit code and can result in complete host takeover.
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Policy

Restrict

Update

This refers to the cases where remediation requirestofitband adjustments to policie
or procedures Pdicies are sets of principles that are intended to guide actions o
organization. When a policy followed in a certain organizational procedufeund to
pose a security threat, it could be necessary to be adjusted. For example, an organ
that wants to provide WiFi access to clients/visitors should have a polickage that
restricts the access rights that can be obtained through this WiFi connection, e
setting up an isolated guest WiFi.

This includes the adjustment of permissions, access rights, filters, or other ressic
Restrictions are placed in a network, in user accounts, and more in order to enforce
}viE}o v }viE}o SZ ee (E]JPZSe v S Ze g ]
credibility. For example, whv § S]JvP Vv u%o0}C [- JUVS e
ongoing attack, the restriction of its access rights could be one possiblatioitig

This refers to the installation, upgrade or update of the IT system. Althoughahisome
overlap with thepatchclass, it refers to the case of installing major updates of softw,
hardware components of an IT system.

In case that a particular risk mitigation action cannot be classified in one of the albgges;|then it will be
said to be in theother class (this corresponds to the clasgknownof [99]).

6.3.1.2 Proactive actions

The use of the preventive mode is to evaluate the levels of risk that reside in the systertomieiecting

attack instances. Common risk mitigation actions of this phase have beeddddlu Table 6.4. As already

mentioned above, emphasis is placed on the degree at which a mitigation aetiohe automated; this is

E (o 8

Action

System
reconfiguration

System rd
imaging or
rebuild

C *% ](] 00C Jv op JVP e Z JV(}Eu §]}v Jv §Z  §]}v[e

Table 6.4. Classification of proactive risk mitigation actions

Class Description

Configure Reconfiguration of an asset in order to match a configuration base
that is known to bemore secure.

f Automation: The secure configuration of assets can be automate
most cases on host level (e.g. servers, routerd,]3 Z +U u %
machines, etc.) as there are various tools $ecurity configuration
managementi(SCM) helping reduce the manual labor.

f Example:lf a server allows directory listing, an attacker can sin
list directories, which can lead him to useful information. By usin
SCM tool this would be disabled automatically.

Other Wiping all the data and performirgclean install to bring a system t
its default state.

f Automation:It can be automated on the network level using netwc
boot options for networkbased installatioff:8,

f Example: For an organization that provides access to
guests/clients to dedicated desktop computers, a good sect

7 https://www.syslinux.org/wiki/index.php?title=WDSLINUX

8 https://www.ibm

.com/support/knowledgecenter/en/SS63NW_9.5.0/com.ibm.bigfix.lifecytde/Lifecycle/OSD_

Users Guide/c_imaging windows.html
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practice would be setting up an automatic reimaging task for th

machines.
System Patch Patching is the process of repairing system vulnerabilities discov
patching after the components have been released on the market.

f Automation: The detection of missing patches and their installat
is a process that is automated by security management tools on
level. In many cases they will be the same tools that auton
System reconfiguratioas seen above.

f Example:A host running MS WingAe $Z & Z «v([3§ v
against the vulnerability that was used by the Wanna
ransomware attack can be compromised using publicly avail
exploit code and can result in complete host takeover. If
Windows automatic updating option is enabled this will not

possible.
Software Update Similar tosystem patching
update
Deletion/ Policy dz o S]tvl ] o u vsS }( v Juvs Az v 13|
disablement of more as part of organizational pojic
accounts f Automation:It can be simply automated on host level.
f Exampleif an inactive account deletion/disablement policy is no
%0 U Vv u%o0}C 828 ] vVv[S o A v
organization might use his account to inflict damage.
Deletion of files| Policy Refers to the deletion of unnecessary files that pose a threat if lec

S0 as to reduce such a risk.

f Automation: This task can be automated on host and network le
(distributed storage). On host level a simple file deletion po
provided by the operating system can be used. On network level
for files that are stored in the cloud, the cloud platforms provide
deletion policies that can be set up.

f Example:An organization may be required to retain documents fc
period of time because of compliance, legal, or other busir
requirements. However, if the organization keeps documents lor
than required, it creates unnecessary legal risk.

Secure service Combination Devise secure service development methods that significantly pre

development  (restrict/ or reduce the likelihood of insider attacks.

to prevent other) f Examplel§[« A EC +C (}&E § . ujv]es

insider attacks insider threat and at some extent this happens because of inse
development from the development phase.

Proper Combination Includes the proper configuration of the access giden pe EJ[ e

configuration | (restrict/ or guests without an account (where applicable), but also the prc

of access configure) configuration of the applications of which data need to be protec

control and network access control.

f Automation: The user accounts access control can be automate
user provisioning software. Thapplication access control can &
done through proper configuration as mentioned above. T
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network access control can be automated via the use of rules
firewall, IP filter etc?

f Exampleif a database has not properly configured the access rig
a lower level employee could gain access to classified data.

Monitoring Other The use of host/networkbased monitoring module to examine traff
service for and detect attacks as early as possible.
early detection f Automation: There are various tools available that can automate

monitoring process on every level. It can be on the network levél '
a NIDS, it can be on the firewall level withext generation firewall
(NGFW) and on the host level with lamsttbased intrusion detectiol
system(HIDS).

f Examplelf a DDoS attack is at its beginning and the NIDS dete
and reports it to the network administrator, there is a possibility
stopping the attack in its tracks.

Test casesto | Combination Deploy reatlife attack scenarios in order to strettgst the systems anc
check for issues (all)/other detect possible issues that occur.

f Automation: There could be some attack scenarios that could
carried out completely automatically from a set of hosts that wo
deploy attacks against the network but for more complex scena
manual labor would be needed.

f Example:Many organizations use red tedatfue team exercises t
evaluate their defensive capability and harden their security.

Personnel Other Provide the pefsonnel with the knowledge required for them to ap

education and v }EP v]I s&¢hntypractices.

training f ExampleAn organization could provide scheduled seminars to k
the securities employee up to date.

Search for Other Searching the hosts and the nodes of a network for malware infect

malware f Automation: This process can be done both on host and netw

level. On host level tools like amtirus can be used. On network lev
malware can be detected by monitoring traffic with traffic analy
tools e.g. Cisco ETA.

f Example: An antitvirus tool can be programmed to condu
scheduled scans and automatically remove or quarantine
malware detected.

The actions presented in the above table & @ & *posS }( 85 % E& S] [ v oCe]e
technical and academic sourcegee.g. [99, 100, 1227, 89] and the references therein.

6.3.1.3 Reactive actions

In thereactivemode, new countermeasures are selected and activated to stop the propagdtamrgoing

C }vel

attacks. When real attack incidents occur, the a priori and a posteriori steps of theatwekmapped, and
the level of risks computed initially (i.e. in theeventivemode) are updated. Common risk mitigation actions

0 https://searchsecurity.techtarget.com/magazineContent/Hee tusetan tautomatedtuser tprovisioningtsystemt
for taccesgcontrol
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of this phase are included in Table 6.5. Likewise, information about the degkekict an action can be
automated is includd inits description.

Network
isolation

Affected
systems
isolation

Stop a service
or process

Disabling of
account

Add
firewall/IPS
rule

Table 6.5. Classification of reactive risk mitigation actions

Combination
(restrict/
configure/
disable)

Combination
(restrict/
configure/
disable)

Disable

Restrict

Configure

The isolation of a specific part of or the whole network that is un
attack or infected in order to block the propagation to the rest of |
network/other networks.

f Automation: The automation of this process can be done on
NGFWI/IPS level by adding the appropriate rules.

f Example:Having added the appropriate rules to a an IPS like S
(seeSection 6.3.Pwhen it detects an attack that creates a situati
matching the rule, it will take the necessary actions to isolate
corresponding part of the network.

The isolation of a host/number of hosts that have been infected in o
to block the propagation to further hosts on the network.

f Automation: If the infection is detected on the network level, the
properly configured tools like NGFW/IPS can isolate the host. |
infection is detected on the host level, then there should be sc
sort of agent installed on the host that would alert the responsi
tool to isolate the host from the network. That tool could be eith
hosttbased or networkbased.

f ExampleThe antitvirus detects a malware, changes the status of
host as infected, the NGFW monitoring the network blocks inbo
and outbound traffic to/from the infected host.

An attack can target a specific service/process, in this case stoppir
service/process could stop the attack.

f Automation:Upon detection of the attack the defending mechanit
can stop the service. This can be done for both netvibalsed and
hosttbased services.

f ExampleWhen a DDoS attack against an Apache Server is depl
a Web application firewall can block the Apache service on port

]* o]vP v Juvsd Az v ]8[« & § &} e
JE AZ v |8+ ack. E 33
f Automation: This can be easily automatedcase of someone tryin
to break in the account by proper configuration of login serviae
the case of malicious activity coming from the account an alert to
administrator would be issued.

f Example:Malicious traffic is detected on the network, and the hc
origin is marked as being infected. The account currently logged
determined and an alert is issued to the administrator.

Adding a rule to the FirewalINGFW/IPS in order to block the masc

activity.

f Automation: It can be automated on a host and the network le’
through the use of Firewal/NGFW/IPS.
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f ExampleA DDoS attack is coming from a specific set of IP addr
and rules are created for blocking the inbound traffic from thest

addresses.
Blocking of Configure Blocking the outbound/incoming traffic associated with e.g. a spe
outbound or IP address.
inbound traffic f Automation:It can be automated on host and network level with t

use of Firewall/NGFW/IPS.

f Examplelf an attack is detected that cags from a host inside the
network, then Epo o} IJvP 8Z SE ((] A]3Z ¢

applied.
Backup Other Backup of forensic copies while an attack is happening before
forensic copies attackers delete forensic evidence.

f Automation: This can be automated on network level and on h
level with a scheduled task or when the network/host is markec
under attack.

f ExampleA host is detected and marked as being compromised.
system logs are sent to an external system on the network for fur

process.
Take the Disable In extreme cases when the damage of the attack is more massive
system offline service unavailability, the system is taken offline to stop the attack

f Automation: This can be automated on the level of alerting 1
administrator that this is the most cosgfficient solution, and the
administrator will then allow the system to be taken offline.

f ExampleMWhen an attacker seems to have access to data that |
a great threat to an organization if stolen and another titeensitive
mitigation is not found, the system will be taken offline to cut acc
to the attacker.

Correlation Other Receiving help or helpful information from external organizations
with external mitigate the attack.
organizations f Automation: An alert to the other organization could be issued.

f Example:The same attack could target two different organizatio
The second one, knowing that the other had already been targe
can ask for information gathered on the attack so to have a nr
efficient defensive response.

Likewise, the actions presented in the above table constitute part of best practices that éaveitoposed
in the literature by a number of technical and academic sourses;e.g. [99, 100129, 27, 89] and the
references therein.

6.3.2 Tools for enforcing mitigation

The mitigation actions presented in the previous subsections need to be enforced ayditable (or new)

e WE]SC }Vv3E}oe Jv Vv }JEP v]l §]}v[e /d ]vieFeadiE mitigaiBn Xcths@EHY po E
process is automated at the host network level with the use of Firewal/NGFW/IPS. Hence, in the sequel,

we present a number of wetknown tools that are capable of performing this step. The functionalities of the

tools vary from intrusion detection/prevention (e.g. Snort, Suricata, Bro, etc.stersyhardening (e.g. Lynis,
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Bastille, Jshielder, etc.). In order to allow for the automated mitigation of dgtkercks, the use of Snort or
Suricata seems to be best options available.

6.3.2.1 Snort

Snorf®8! (GPL v2.0 license) is an opgsource network IPS/IDS that performs réahe traffic analysis and
generates alerts when threats are detected. It can also perform protocol analysis, consenhisg or
matching, and detect a variety of attacks and probes, such as buffer overflows, OS fingaypsietirantic
URL attacks, server message block probes, and stealth port scans. Snort can be usediitfetietemodes

of operation, namelgniffer mode(reads network packets and displays them on the conspéeket logger
mode(logs packets to the disk), andtwork intrusion detection modgnonitors network traffic and analyzes
it against a rule set defined by the user). In the last mode, Snort performsagclike monitoring of network
traffic and analyzing against a defined rule set, perfogaittack classification, and invoking actions against
matched rules. Useful tools for managing Snort include:

f PulledPork (an opentsource tool that automatically downloads the latest Snort/Suricata rules);

f Barnyard2® (an opentsource software tool that takes Snort/Suricata output and writes it to an SQL
database to reduce load on the system); and

f Snorby* (an opentsource weltbased graphical interface for viewing and clearing events logged by
Snort/Suricata).

6.3.2.2 Suricata

Suricat&® (GPL v2.0 license) is a free and ofsemirce network threat detection engine. It works as an IDS,
an IPS andetwork security managefNSM). It utilizes externally developed rule sets to monitor network
traffic and provide alerts to the system administrator when suspicious events occtireffaore, it provides
unified output functionality and pluggable library options to accept @&l from other applications. Some
further features of Suricata incluéfethe ability to perform ¢f tline analysis of PCAP files, decoding of packets
and protocols, and utilize information about the reputation of IPs. It isrestbde through Lua scripting and
can be managed by the tools that were also presented above in Snort.

6.3.2.3 Bro (aka Zeek)

Brd®’ (BSD license) is an opeource, UNIXbased NIDS which monitors network traffic and looks for
suspicious activity. It performs attack detection througitynaturetbased detection methods but also
throughanomalytbased detection methods. Furthermore, it keeps extensive logs which are really useful for
forensics. Some additional features include the ability to perform offline traffic analgsislysis of
applicationtlayer protocols (including filegontents), as well as detection and analysis of tunnels. It can use
external programs and alternative backends, while it is extensible thradgliringtcomplete language for
expressing arbitrary analysis taskkseful tool& to be used with Bro include:

f Broccoli (the Bro client communications librgry
f Syslog2bro (tool to send syslog messages to Bro via Broccoli); and

80 https://www.snort.org/

81 https://snort torg tsite.s3.amazonaws.com/

82 hitps://github.com/shirkdog/pulledpork

83 https://github.com/firnsy/barnyard?2

84 https://github.com/Snorby/snorby

85 https://suricatatids.org/

86 hitps://suricatatids.org/features/alltfeatures/
87 https://www.bro.org/

88 hitps://www.bro.org/community/software.html
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f Snort(integrates with Bro).

6.3.2.4 Sagan

Sagaf’ (BSO3 tClause license) is an optmurce high performance, retime log analysis and correlation
engine with the ability of monitoring any type of device or system. It use®d ke rule set for detecting
malicious activities in a network. This means that the events detected can be stoee&nort database
(unified2/barnyard2) and the event will be correlated with Snort. This was done to ntaicawanpatibility
with the rule management software (pulledpork). Additionally, it is compatible with alit 8onsoles, like
Snorby and Sguil. It supports many different output formats, log noratadiz, GeolP detection and script
execution on event. It is rather a follawp of Snort with not much additional features to offer.

6.3.2.5 Bastille

Bastill€® (GPL v2.0 license) is a systiyardening/lockdown program that enhances the security of a Unix

host. It configures daemons, system settings and firewalls to be more secure. It issmhgda set of Perl

scripts that run as an interactive program, asking questions for each step of the hardening process. For each
step, an explanation is provided, to help the user understand what secuggsunes will be applied and

WwhCU p3 o0} 8Z }%3]}v 8} Z}}e AZ 83Z B 3Z u &UEEIZAPW} E U%IZ 0]
choices can be saved in a file for use in remote deployment to other machines.

6.3.2.6 CISCAT

Thecenter for Internet securityCISkonfiguration assessment ab(CATY (license model is not available)
compares the configuration of IT systems to CIS benchmarks and allows systanstdiors to ensure the
security status and that it conforms to the configuration specified in the benchmark. Thesgrperformed
referred to as benchmarkind,e $Z % @&} e+ }( }u% E]JvP §Z }EP v]l §]}v[e §]A]S]
or to accepted best practices. The free versiontCAH Lite, provides benchmarks for Windows 10, Ubuntu,

Mac OS and Google Chrome, and also provides a GUI and HTML report export functionality.

6.3.2.7 Docker Bench for Security

Docker Bench for Security(Apache v2.0 license) is a set of Bash shell scripts that check common best
practices for deploying Docker containers in a production environment. Theaessutomated and useful

and welltorganized output is given to the user. The tests are compliant with a CIS Benchmark created for
Dockef®. Furthermor U ]3[+ $6turce aind free to use.

6.3.2.8 Jshielder

Jshieldet (GPL v3.0 license) is an ofgsource automated hardening Bash script designed for Linux servers.
Its aim is to help system administrators and developers to secure their Linetsdiinstalls the necessary
packages needed to host a web application and hardens the Linux server with littletesaction. There is
also a newly added script that follows the CIS Benchmark Guidance for securing Ubuntu Linux systems.

89 https://quadrantsec.com/sagan_log_analysis_engine/
90 http://bastille tlinux.sourceforge.net

91 https://learn.cisecurity.org/cigcat tlandingtpage

92 https://github.com/docker/dockertbenchtsecurity

93 https://www.cisecurity.org/benchmark/docker/

94 https://github.com/Jsitech/JShielder
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6.3.2.9 Lynis

Lyni§® (GPL v3.0 license) is an ogsource tool used for auditing, system hardening, and compliance testing
for UNIXtbased systems. It provides insights on how well a system is hardened andmnvhdministrator

can do to enhance its security defenses. It has various uses, such as securityg acditipliance testing,
penetration testing, vulnerability detection and system hardening. It is extengirough available plugins
and supports many standards, including CIS Benchmarks, NIST, NSA, and OpenSCAP data.

6.3.2.10 Microsoft attack surface analyzer

Microsoftattack surface analyz&(license by Microsofts a tool meant primarily to understand the changes
that occur in the attack surface of a Windows OS after the installation of additional softivarerks by
analyzing the files and registry keys that have been added or updated. MordicaBgiit runs before the
installation of the additional software in question in order to create a baseline. After the oagiamiof the
software it runs again to analyze the changes in the attack surface based on the baseline created before.

6.3.2.11 Microsoft security compliance toolkit

Microsoft security compliance toolk{{SCTY (license by Microsoftis a set of tools enabling administrators
§} lu% E SZ ]E& grodp@lieyablectféGPOs) with Microsoftecommended GPO baselines or
other baselines, edit them, store them in files, and apply them. The set consists of:

f Security baselines for Windows 10, Windows Server, and Microsoft Office;
f Policy analyzer togbnalyze and compare sets of GPOs); and
f Local GPO togbommandtline utility to help automate local group policy management).

6.3.2.12 OpenSCAP

Thesecurity content automation protoc@SCAPFJ (LGPL v2.1 license)a U.S. standard maintained by NIST.
The OpenSCAP project is a collection of dpearce tools for implementing and enforcing this standard. It
includes the following tools:

OpenSCAP bageommandtline configuration and vulnerability scannjng

OpenSCAP daem@o}vs]vulues A op 3]}v }( 3Z don(plianes @th aS30&EP pojicy
SCAP workbench (custom security profile creation and remote system scanning from a jesktop
S@PTimony (centralized storage of scan results); and

Atomic scar{to scan Docker containers for vulnerabilities and compliance issues).

~ ~h ~h —h —%

6.3.2.13 Zeus

Zeus is arimazon web servicd&WSY (license by MIT) auditing and hardening tool. It checks the security
settings according to the profiles the user creates and changes them based on the recaatioendf the

CIS AWS Benchmark. Identity and access management, networking, monitoring, gind kg include
amongst its functionalities.

9 https://cisofy.com/lynis/

9 https://www.microsoft.com/entus/download/details.aspx?id=24487
97 https://www.microsoft.com/entus/download/details.aspx?id=55319
98 https://csre.nist.gov/projects/securitycontent tautomationtprotocol
99 https://github.com/DenizParlak/Zeus
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7.

Cybert §S | B[ %o E}(]JO]VP

The term cybertattackersrefersto the individuals or groups targeting infrastructures, computer networks
and systems along with their 10T counterparts (e.g. Mobile phones, IP cameras,heuses, etc.). They
have malicious intent that varies based on tigpe and themotivation of the attacker. Three categories of
attackers can be identified regarding ihéocation and knowledge regarding the target organizat®n:[

f

7.1

Internal to the organizationThey are also known @ssiders and they have high levelf knowledge
about the target] network, systems, security, policies and procedures. According to tharifual

CSI Computer Crime and Security Survey rep2ffs there are two threat vectors contributing to
insider threats, namely organizatigremployees having: (1) malicious intents (e.g. to disclose and/or
sale nontpublic information; (2) nommalicious intents (e.g. they have made some unintentional
mistake). The majority of the losses are due to the latter threat vector.

External to the organizatiorCompared to the insider threatsuch attackers have to spend a great
amount of time before the attack for gathering information the target, due to their limited prior
knowledge.

Mixed grous. They are comprised of both internal and external attackers.

Taxonomy of attackers

This section presents a taxonowfycybercrime actors, providing information on their motives, scope, targets
and level of expertisdn general, the cybercrime actoase broken down into seven categories:

f

Virus and hacking tools codehsdividuals or teams of expert programmers, elite-hacking tool coders
with excellent computer skills. The main focus of these actors is to develop stribude malicious
software (i.e. computer viruses, worms, rootkits, exploits, etc.) and hackidkjteopossibly to have

a financial gain. The maluyersare nontexpert individuals who want to become hackers (e.g. Script
kiddies) [12§ They can launch and orchestrate complex attacks.

Black hat hackerddackers (regardless whether they are black, white, or grey hat) are using almost
the same tools and techniques, but with different motives and goals. In particular, black hat hackers
are hackers with excellent computer skills (elite) that undergo illegal activitieiser actorsof this
taxonomy are also characterized as black hats in the literature (e.g. hacktivistsprirhary motive

is to earn money (e.g. Hacking as a Service) and in certain cases to cause sigaificay@s (e.g.
destroy/steal confidential data)B, 124.

Script kiddies (Skapd cybertpunks (CP)These two groups have many similarities. As they are not
professional hackers, thayse existing tools to launch attacks due to limited technical knowledge

A<[e u Jv u}s]A « E (pvU (u v E v o]v a@&maidly daspd on Wdir u}3S]A
ideology against the authorities, to gain fame and public recognition][122

Hacktivists Hacktivism, one of the digital forms of activism, is employing hadillg and tools to
attack governmental institutions and private organizations. Hacktivists are workgrgups that are
formed by socidpolitical and ideological beliefs. They are acting anonymously and share their ideas
aggressively using criticism instead of engaging in healthy debatels [140

Cybenwarfare/state tsponsored attackersThey are sponsored and drivéay countries aimingat
causing damage by gaining illegal access to state and trade secrets, teghcaogpts, ideas and
plans, and in general artefacts of high value for a country or statey diite often target at critical
infrastructures and in general they seek to damage&a § [« }v}1ig; €

Cybertterrorists Terrorist groups are increasingly using the Web to recruit and train new members,
share information, and organize attacks in the real world. Furthermore, terrorist organigatsing
the anonymity and security of the Dark Web, disseminate training guidelineglerattacks, to less
experienced supporter2P]. These groups will either employ or recruit Black hat hackers, due to
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their ideology and beliefs, that will subsequently act on their behalf to launch ¢gtiecks (e.g.
United Cyber Caliphate).

f Cybertcriminals It is common knowledge that criminals are using the Web to sell and transfer illicit
goods and materials. For this taxonomy, the teybertcriminalisused for a variety of cybercrime
stakeholders in order to conduct traditional crimes through the use of compmystems (e.g. drug
and firearm dealers, production and distribution of child abuse matefilncial fraud, human
trafficking, etc.).

The aforementioned actors can be distinguished based on their motivation, objectivéskdls. In the
deliverable D2.3 (Cybéfrust use cases) two main domains were identifisdjart Homesand Mobile

(cellular) Devicesvhere thelnternet service providgiSP) and theelecommunications operat@rovide the
backbone infrastructure; thus, attackers can not only target both domains, but alsofthetimcture that is
being provided.

Based on the aforementioned taxonomy, Cybercriminals and Hacktivists have the leastiomtivéarget
these domains and their respective infrastructures. Thus, the subsequent analysis in Sections/732xalhd
exclude these two categories. Furthermore, the deliverable D2.1 (Threat landscape: trendtod sh
introduced eightthreat categories

f Networktlevel threatsthis includes threats pertaining to the three bottom layers of the OSI network
reference model (physical, data link, and network layer). Threats for the SDN infrastructure are also
included in this group.

f Cryptographyrelated threats:this group includes threats related to the lack of cryptography, the
use of weak protocols and ciphers or cryptanalysis.

f Hardware/sensotlevel threats including threats related to the hardware or sensors and actuators.
Since hardware is in many cases coupled with the firmware, some firmware attackxkeed
here.

f Malware: this group relates to software intentionally designed to cause damage ¢computer,
server or computer network.

f Threats for smart gridghis includes threats that are specific to the environment of smart grids.

f Technical/application developmetntlated threatsithis category includes threats that are related to
the application layer.

f Threats necessitating actions by the victim ugleis is related to attacks attempting to trick victim
users to (unwillingly) cooperate to the attack (e.g. phishing).

f Generic / niscellaneous threatsthis category contains all other threats, including poliejated
threats, targeted attacks as well as threats that could not be meaningfully placed under g sev
specific categories above.

To yield the attackergprofile, the involvement of threat actors in launching attacks from the above threat
categories, which fiinto the context of CybetTrust, will be discussed; as a result, tngptographytrelated
threatswill be excluded from the following analysis (the same holds fothiemats necessitating actiorisy

the victim useras these are mitigated by increasing awareness and intensifying security traleghreat
category threats for smart gridwill be replaced from theritical infrastructureghreat category in order to
encapsulate all relevant infrastructures.

7.2 Attackers modelling and related metrics
In this section the correlation of the aforementioned taxonomy of attackers will be depicted with

f The threat posed based their skill leve8]; this correlation will provide a mapping of the technical
skills of the attackers and their involvement in the specific threat categories.
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f The various attack metrics (attack vector, attack complexity, and privileges required foitiag
vulnerability) as provided by the CVSS standard [6].

Table 7.Jrovides a mapping between the aforementioned type of attackers and threat ca¢sgd is based
on their motives, objectives and skills (thus, illustrating what they would targetchbgrwhat meangs

Table 7.1: Threat actors and their involvement/capability level

Virus and Black hat  Script kiddies Cybert Cybert
hacking hackers & cybertpunks warfare/state terrorists
tools sponsored
coders attackers

Network tlevel
attacks

Hardware/sensort
level threats (physica
damage etc.)

Malware

Critical infrastructure
attacks

Applicationtlevel

attacks .

XHigh capability levednd primary threat
X Low capability levedr not primary threat

Table 7.2 provides informatioon the correlation between the §5 | (#offle and the CVSS metrics in
terms of possible exploitability and skills. The metrics that have been employedtfre CVSS standard
contribute in determining the likelihoods of (a) launching an @ittand (b) succeeding in an attack for each
type of attacker. As shown in Section @t attack likelihood is determined based on the existence of known
vulnerabilities in a target system, along with the availability of knownoitepfwhich can be classified as easy
to use or complex to use); moreover, the computation of a successfulig@tjgo likelihood depends on the
attack complexity (low/high), the attack vector (network/adjacent/local/physica$ well as, the privileges
required (none/low/high).

Table 7.2: CVSS metrics and attacker's profile

Virus and | Black hat | Script kiddies & Cybert Cylert
hacking hackers cybertpunks | warfare/stat | terrorists

tools coders e sponsored
attackers

Vulnerability (publicly-known) existence

£ Yes X X X X X
No X X X X

§ Exploit[ ¢ ~ %o pvailability

< Yes X X X X X
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No X X X X
Exploit[ complexity
Easy to use X X X X X
Complex to use X X X X
Attack vector
Network X X X X X
Adjacent X X X X
s Local X X X X
% Physical X X X
% Attack complexity
:% Low X X X
_§ High X X X X
" Privileges required
None X X X X X
Low X X X X X
High X X X X X

X High capability of exploitation and attack
X Low capability of exploitation and attack

Table 7.3 below presents the number of known vulnerabilities categorized bas#eiorCVSS score [23].
Even though there exist 14.961 vulnerabilities with score in the ran$6, $his } ev[S u hat &l these
vulnerabilities are complex to exploit. By analyzing these vulnerabiiitisgvident that even SK & CP could
potentially use them.

Table 7.3Distribution of all vulnerabilities by CVS®res

CVSS Score vl;\llrl:é?:sirlitci);s Percentage CVSS Score vﬂ:é?:girli:i);s Percentage
1731 1.60% 5t6 21.359 19.30%
846 0.80% 6t7 14741 13.30%
4297 3.90% 718 25.044 22.60%
3t4 3.690 3.30% 494 0.40%
415 23512 21.20% 14.961 13.50%

7.3 Resources and vulnerability markets

In this section, the current state of vulnerability markistpresented. To this extend, it is important to briefly
present the distribution of vulnerabilities based on CVSS and analyzedh€E| S| SC % X }E JvP ¢
taxonomy proposed in [6, 127] there are primarily three types of stakeholders:
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f Vulnerability producerghis includes freelance discoess/sellers as well as captive discomer (i.e.
researchers, organization employers etc.).

f Vulnerability marketsthis includes both regulated and unregulated markets.

f Vulnerability consumershis refers to the taxonomy of attackers presented in Section 7.1.

The correlation among the above stakeholders is illustrated in Figure 7.4h&vis that security companies
(employees) can possibly have ties to unregulated markets and sell vulnersliifitteng been found while
performing their daily job operations (e.g. penetration testing) under bgulated framework (grey hat
hackers). Furthermore, attackers of tyf & CRan take part in bug bounties in the contextrefvard
programs depending on their skills.

Figure 7.1: Vulnerability markets and attackers

The regulated and unregulated types of vulnerability/exploit markets amédu described in the following
sections.

7.3.1 Regulated marketpralue

Regarding the regulated markets it is important to discuss the Reward programs in@mgien a clear view

on the price range of vulnerabilities. These are bounty programs founded byascoesp like Google, Apple,
Microsoft, United Airlines and Mastérard, governmental institutions, like the US Pentagon, and academic
institutions, like MIT [81]. As an example, Google has paid approximatdiyJED during 2012018, while

the largest single payout took place in 2017 and reached the 125K USDF(B&jermore, there are
companies, like HackerOne, which provide bug bounty and vulnéyaditiclosure platforms and organize
bug bounties for their clients; as of December 2017, they have ipaidtal more than 23.5M USD in bug
bounties [39]. On the other hand, as shown in Figure 7.1, theeecompanies operating as vulnerability
brokers that buy zer¢day exploits, like Zerodium. From 2015 they are publishing a ptaedarding zerd

day exploits and they offer up to 1.5M USD per submisseeRigure 7.2
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Figure 7.2Zerodium mobile devicestfay exploits price list

To summarize, the prices in the regulated markets range from few thousands up to 1.5hakksDon the
characteristics of the vulnerability/exploit. As the numbers indicate,atpsofitable market. Nevertheless,
one has to be very skillful to identify a vulnerability or an exploit that wibdogght for high price.

7.3.2 Unregulated market$value

The unregulated markets are actually divided in Gray markets and Black markets. Ilyiglifiighlt to find

and access unregulated markets, especially in the Dark web as they tend to keep the viitiesrphkivate.
Governmental agencies are using this market (especially Gray markets) to buy anthesabilities for both
offensive and defensive purpose34]. Thus, researching regarding the pricing of zdey vulnerabilities
and exploit kits it is not an easy task and only few information can be féamainot necessarily up to date).
In most occasions are based on [9], [123#] [a single zerdday vulnerability can be found from 20.000 USD
to 100.000 USD while in few occasions can go up td3@IK USD [1]. Table 7.4 provides an overview of the
price list of exploit kits from 2011 up until 2013 [1].

Table 7.4: Price of exploit kits over time

Exploit kit Price (USD) Year
Katrin 25daily 2011
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Robopak 150 weekly or 500 montty 2011
Blackhole v1.1.0 1.5K 2011
Blackhole v1.2.1 700 quartely or 1.5K annually 2011
Bleeding Life v3.0 1K 2011
Phoenix v3.0 2.2K/2.7K per single/multithreaded doma 2011
Eleonore v1.6.3a and v1.6.4 2K 2011
Eleonore v1.6.2 2.5Kt3K 2012
Phoenix (v2.3.12) 2.2K per domain 2012
Styx sploit pack rental 3K monthy 2012
Exploit kits that employ botnets up to 10K 2012
CritXPack 400 weely 2012
Phoenix (v3.1.15) 1Kt1.5K 2012
NucSoft 1.5K 2012
Blackholehosting (incl. crypter, payload, and 200 weely or 500 monthly 2013
source code)

Whitehole 200t1.8K rent 2013
Blackholdlicense license 700 quarterly or 1.5K annually 2013
Cool (incl. crypter and payload) 10K monthly 2013
Gpack, Mmpack, Icepadkleonore 1Kt2K 2013
Sweet orange 450 weely or 1.&monthly 2013

Futthermore, Table 7.5 provides documented sales from 2013 to 2016. Adepisted among the buyers
are Governmental agencies and hacking teams [81]. It is important to highlight thafdneation disclosed

in the table might refer to transactions that took place in both regulated and unregulated markets

Table 7.5Zerotday sales [81]

Buyer Seller
US LEA Exodus intelligence
FBI Unknown
Zerodium Unknown

Hacking team | Netragard

Hacking team  Eugene Ching (cyber researcher for Singaporean arr
Hacking team | Netragard

Hacking team  Netragard

Hacking team | Vitaliy Toropov

Hacking team  Vitaliy Toropov

Price (USD)

N/A
1.3M
M
105K
20K
215K
80.5K
40K
45K

Date

Nov. 2016

Apr. 206

Nov. 2015
June 2015
Apr. 2015
Nov. 2014
July 2014
Feb. 2014
Oct. 2013
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It is evident from the above information that critical zdday vulnerabilities and exploits are very expensive
to buy, as a unique set of technical skills is required for their identificafions, only elite attackers would
be able to identify vulnerabilities and create exploits, while only attacigth enough money would be able

to obtain critical vulnerabilities/exploits (e.g. staponsored attackers).
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8. CybertTrust related scenarios

In the previous sections we have analyzed attackers' profiles, tools availablefecting networks from
attacks as well as graphical security models to be utilized in an intelligeusion response system. Inith
section we focus on attacks applicable on Smart Homes and Mobile Devicesasth the main pillars of
§Z %o E pilots.[Mence, the need to better understand common threats irséiiomains arises, along
with the available tools for setting up a realistic simulation environmenrder to test our research ideas
and the performance of the prototype methods before being validated in the pilot.

8.1 Typical CT domain models

Smart homesandmobile deviceare the domains where Cyb#rrust will be validated based on deliverable
D2.3. To this end, this section explores the devices that networks of these domagalyyimclude in order
to get a better understanding on how a realistic simulation environment can be setup.

8.1.1 Smart home domain

The components that need to be chosen in this domain includeteset devices, their operating systems
(09, routers, services, versions, et89]. In addition, there is a number of factors that should be considered
for setting up the smart home network within 10T1]; these are the network type (wed, wireless or both),
the number of devices within the smart home, how these devices are connected to thetlwdrk [14].

Regarding the devices, theu E $ Z }roufer is the first device that to be considered [8]; these routers,
which are provided by ISPs with a btiitaccess point, must have high performance (humber of gager
second) and be easy to mana@®]| Examples that could be used in the simulation environment include:

f Unifi USGdesigned to be compatible with UniFi Enterprise Systems to provide rarhgecurity
to a home network®. It has three Gigabit Ethernet ports and the ability to route up to 1M packets
per second. The device supports features, like Advanced Firewall, QoS, VLAN support and VPN.

f Netgear N90OOhas VPN support, which is compatible with Time Machine, and features USB storage
access. Therefore, it is possible to acaessnneced USB hard drive from the network (or e.g. a
smartT\W)oL

f Google Wifsystem:aims to provide enhanced WiFi coverdmesetting up multiple WiFi devices in
asmart home. The router offers 802.11ac connectivity with 2.4GHz, 5GHz channedsit@n@as,
with support for beamforming. It also has two gigabit Ethernet ports, andaias a quadcore
processor with 512 MB RAM and 4 GB flash metffory

Switchesare typically part of the smart home netwdnl connecting devices in a wired manner; they receive,
process, and forward data to the destination [1.3¥he number of ports in a switch depends on the smart
home[ size and the number of devices to be connected (a port is deviotélde router [110]; common
network devices that could be connected via switches are given below

Access points (per floor)

Network attached storage (NAS) drivesxternal hard drives

Smart TV

Game console

Smart thermostat (some connect ovalWiFi connection, whereas others need a bridge)
Personal computer / other office peripherals

~h R ~—h K —H —n

100 hitps://www.ubnt.com/unifi/unifi tap/
101 hitps://www.netgear.com/
102 https://store.google.com/product/google wifi
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A number of switches are being considered for Cybarst[ simulation environment, like Unifi U$t60W
and Netgear ProSafe series. The above ar¢ illestrated in the indicative setup of Figure 8.1.

Figure 8.1A smart homq ¢ypical network setup

The combination between wired and wireless smart home networks in the contextef Oyust provides
a number of advantages, including the ability of modeling more complexaements using a multitude of
protocols Wired networks provide better connectivity than wireless networks, sincedt&nce from the
access point leads to performance degradation, and are less vulnerable to sexsurety©n the other hangd
wireless networks offer a big advantage when it comes to mob#j;

8.1.2 Mobile device domain

Cellular networks have developed to process and deal with a huge amount of data. They can also be used to
connect physical things together like sensors, smartphob&s Communication across a cellular network is
enabled by the transceivers and is pacttetsed; A mobile device could contain many transceivers, thereby
having the capability to communicate over different radio networks (GPR&pBih, GSM, UMTS, LTE, Wi

Fi, etc.). For example, a cellular phone can include a GPRS transces@nfmunicating with a cellular base
station, a WitFi transceiver for communicating with a Wi network, and a GPS transceiver for receiving a
signal from a positioning satellite. A network typically includes a vaokglements that host logic for the
tasks on the network. In modern packibased networks, servers be scattered at various logical points on
the network [117. Servers might also be in communication with databases and can enableurtcation
devices to access the contents of a database. A server can span several network elemedisginther
servers in the cellular network. The devices that can be connected to the cellular networaraee based

on their company such as:

f Apple iPhoneit runs iOS and connectivity options includeti®j GPS, Bluetooth, NFC, Infrared, FM,
3G and 4G.

f SamsungLG Sony andHTCthey run Android OS and connectivity options are as above. Moreover,
the HTCdevice includes a number of sensors, such as a compass/magnetometer, prednsoy,
accelerometer, ambient light sensor and a gyroscope.
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The above different devices can be connectedimeghine to machingM2M) fashion, which is typically the
case in large networks of heterogonous devices that serve tiinitecal applicationsq7]; the goal is to keep
these devices secure and safe from sophisticated attackers.

82 dC%] o %% | @[ +$CE & P

Following Section 8.1, where we focused on the devices that a smart home andla natiork can contain,
we next explore the typical strategies that attackers might apply in these domains.

8.2.1 Smart home domain

Sirce the late 1970s, several studies have been devoted towards shaping the mismait home $7]. This
was facilitated by the advancements in the consumer electronics industry anddrease of the internet
connectivity B8]. Living in a smart home environment provides a lot of advantages, rangimgeftonomic
profitstothe Ju% E}A u v3 }( su ES dgilylivpAv E |

Figure 82dC %] o 83 | E[s "SEHDNR]146}v "u ES

Security is a critical factor in this area [143]. Currently, numerous security isauedeen reported, with
about 80% of smart home devices being vulnerable to a wide rangaawkat[28]. Obviously, connecting
smart devices, e.g. smart door locks and fridges, led to several cyber securityshaxam connected child
monitors are vulnerable to cyber-attacks [17]. The influence of each atiffeksdto a great extent due to a
number of factors, like the ecosystem, the device and environment, and the availabéeion level, and
attackers could disclose usefonfidentiality or privacy [119]. Attackeltypical strategies on smart homes
are depicted in Figure 8.2.
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8.2.2 Common cybetsecurity threats and attacks against smart home devices
8.2.2.1 Badnets

A botnet is a network of systems aiming at remotely taking control and disitndgpmalware 38]. The botnet
operator takes the control throughommandand control server¢C&C Server). Criminals may use them for
stealing private information, exploiting onlirieanking data, performing DDdattacks or sending spam and
phishing emails [115]. With the recent growth of the 10T, many objectsdawites are in threat or part of
the sotcalled thingbots (a botnet that combines independent connected objects). Botnets alohg wit
thingbots consist of various different connected devices, including compusptops, smartphones, tablets,
and other smart devices, and are hard to identif@][ These things have two key features in common, they
are internet enabled and they are able to transfer data automatically through a net®gykGenerally, the
aim ofabotnet is to flood a target system with a vast number of requests in order teegkits capacity in
serving these requests, thus resulting into a denial of service to legitimate users.

8.2.2.2 Mantlntthetmiddle

The idea of matin tthe tmiddle attacks is that the attacker intercepts and breaches the communications
between two systemsl144], which are confident that are communicating directly with each other. As the
attacker controls the main communication, the receiver is misleaded into thinkingr¢lcaived messags

are legitimate B8]. Within this area, many cases have now been conveyed by smart homesymchrding
cases of hacked vehicles and hacked smart refrigera8fils Because of the nature of the devices being
hacked, these attacks can be quite harmfulaosmart home[ «devices. These devices can be anything from
industrial tools, machinery, or vehicles to harmless connected ones like $varor garage door openers
[67]. Generating fake temperature data, using an environmental monitoring device, and seheggydata

to the cloud is an example of attack. Likewise, a hacker may deactivate vuerBIC systems throughout

a heat wave, producing a disastrous situation for service providers with affected models.

8.2.2.3 Data and identity theft

This kind of data is created using insecure devices such as wearables and smart appl@avidies) cyber
attackers with a huge amount of targeted information that can be subjugated for frantitrtnsactions and
identify theft [136]. Even though the news is full of frightening and unptatie hackers accessing data and
money with all kinds of remarkable hacks, the users themselves are mostly the main enemy $etheity
[130]. Devices connected over the internet, such as iPad, Kindle, smartwatchcisdudnos protection has
been neglected present very easy targaishieves and opportunistic finders [132]. They key to achieve a
theft isto collect many data with patience so that they can be used against the owner batked device
[82]. The hacker usually combines many resources in order get outstandingfittea personal identity of
the smart device user, including the general data available over the internea) seedia information, data
from smart watches, fithess trackers, smart meters, smart fridges and many possible m&ahs general,
the more information can be discovered about a device owner, the easier and the manrcadl a targeted
hack aimed at identity theft can be [2].

8.2.2.4 Social engineering

Social engineering refers to the way attacker uses to manipulate the users so as to provide confidential
and private information37]. The criminals are looking for many types of information of the targeted victim
but the attacker typically deceives the users into sending passwords or bank atfonnft0]. Alternatively,

the criminals might try to access a computer and install software thapvallide them access to personal
and private information, on top of giving them full control over teer[ computer P8]. The key method
that usually used in the social engineering hacks is the phishing emails. Through tlalsetemhacker tries

to guide the users to divulge their information, or redirect them to websites ldwekimg or shopping sites
that look legitimate, enticing the users to enter their details [143].
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8.2.2.5 Denial of service attack

Adenialtof tservice(DoS) attack tries to make a machine or network resource temporarily inacedssitd
intended users or persistently damaging services of a host connectec timtdrnet p1]. There are many
reasons for unavailability; however, it typically refers to infrastructure that cannot cope becdgspacity
overload p7]. Inadistributed denial of servic®DoS) attack, a vast number of malicious systems gather to
attack one target [115]. Usually this attack is achieved using a botnet, where sevarssdare set up to
simultaneously request for a servic9[. Therefore, in the DDoS case, incoming traffic that floods a target
originates from multiple sources, thus making it very hard to stop the dgbick by merely blocking a
single source. Actually, because of the lack of security in smart home devices, the studied #hett the
percentage of the DDoS attacks have doubled from 3% to 6% in 2€]1@this duplication is not astonishing,
particularly in the case of one compromised smart sensor on a network is ainketd many similar devices
running the same software. Therefore, these infected devices are forced to join luiget larmies that
implement crippling DDoS attack&?].

8.2.2.6  Device hijacking

The attacker hijacks and effectively undertakes the control of a devieThis kind of attacks are difficult

to discover, since the basic functionality of the device is not changed by the attacker. Furthermorenyit is v
likely to infect all the smart devices in the home through merely taking @wicd of them. For instance, a
hacker who initially compromises a thermostat is able to theoretically getrabover the entire network of
the smart home and consequently can remotely unlock a door or change the keypaddelté timit entry.

8.2.3 Mobile device domain

Security threats in mobile devices are growing. In 2017, Kaspersky Lab reported thdetbeted more
than 5M malicious installation packages, and more than 500K mobile ransomware TrajaihsIis shows
that attackers have an increasing interest in using tddenobile devices for spreading mobile malware that
stealspue E[e* ]vopdambards our devices with unwanted ads, and can even be used to launch othe
types of attacks such as denial of service attaths.rest of the section highlights common mobile threats

v 85 | Ee[ SE § P] » }vu} Ev u}]o eldflevicests }3Z E Z v Z

8.2.4 Common cyber security threats and attacks against mobile devices
8.2.4.1 Zerotday vulnerabilities

A zerotday vulnerabilityis defined as a software vulnerability whose existence was unknown (thustcio p

or fix has been released) and it is discover pE]VP §Z % &} ¢ }( « H@PYESSTHMA vS[e %
zerotday vulnerability is one of the most challenging attack vectors to detect, as thekattmight develop

an exploit to compromise a mobile device that still vulnerable and unpatchttdckers develop software

exploits to take advantage of security vulnerabilities. Such malicious software iwgamaraise a vulnerable

mobile device and enable the attacker to control the device entirely. In most casaseffpm the software
developer can fix this. However, when a mobile device becomes infected, exploit mahvaséeal its data,

allowing hackers to take unauthorised control of the device [1B@jure 8.3 shows the typical life of a zéro

day vulnerability starting from an attacker discovering the vulnerability developing an exploit to take
advantage of this unpatched/unknown venerability.
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Figure 8.3Lifetspan of a typical zerwlay vulnerability [141]

This is followed by the application oftheSp o 3% | }v §Z A] §Ju[s Apov E o Al pv
of the vulnerable device/software releases a patch fix.

8.2.4.2 Malware and spyware

A malware is a malicious piece of software developed specifically for stedtingation, harm an electronic
device or to propagate itself and control devices it infected.

Mobile devices can be infected by mobile malware and spyware in various atatsy these include
installing legitimate applications that were modified with malicious paylogdting drivetby download,

etc. The infead software will perform at least one of the following techniques, namely priviésgalation,
remote control, financial control, and intelligence gathering, which provideattacker with a variety
options to utilise a compromised mobile device [111]. It is possibkmow if a desktop computer is infected
with malware, as there are symptoms that sometimes are noticeable such as slowing down the pec®rman
of the computer, starting poppintyp fake ads, and sometimes the computer crashes unexpectedly, the fan
starts whirring noisily and unfamiliar icons show up in the desktop [113}eMer, it is more challenging to
know whether a mobile device such as Android or iOS phones is infected with mahweoeding to Porta,

the following are the common forms of recent mobile malware [113]:

f Adware t shows frequent ads to a user in the form of gaps, sometimes leading to the unintended
redirection of users to web pages or applications

f Banker malwaret 33 u% 3+ 5} 3 0 pe E¢[ vl E v3] oe A]SZ}us 3Z |E I

f Ransomwaret demands money from users and, in exchange, promises to release either the files or
the functi}v 0]3C }( 82 Al hosthg® ZZ o

f Rooting malwaret Z@E}}3+[ 3Z essénfially unlocking the operating system and obtaining
escalated privileges

f SMS malwaret manipulates devices to send and intercept text messages resulting in SMS charges.
The user is usually not aware of the activity

f Spywaret monitors and records inf@Eu 3]}v  }us pe Ee[ 3]}ve }v 3Z JE A] -
knowledge or permission

f Trojan t hides itself within a piece of seemingly innocent, legitimate software.
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8.2.4.3 Botnets

One of the most devastating type of malware that infects mobile devices is lsotAebotnet infecting
machines worldwide, receives commands from their tooaster that has full control over the infected device
and launclesillegal actions such as DDoS, credential stealing, spam sending, bank account arwhictedi
theft and downloading other malware [139].

8.2.4.4 Keylogger

Keyloggers and screenloggers are applications that can capture, store and send actwsdedns, without
§Z 8% v3]}v }( A]CdrentAravaiiable keyloggers are considered genuine applications and they

are used to do many legitimate and legal functiomg, Z ¢ SE& I]JvP Z]o & v[e jhowdersZ ]vs

many cases of inappropriate use in business environments have been regh8&&H Typical keyloggers
search for specific events or unique keys to identify sensitive and confidentighition that is next sent

to the adversary. For instance, when a mobile user enters a username or an emagsadie spyware can
recognize such activity as filling a login form, in which keying in a pegsvill follow. Looking for a special
event or a particular key is much easier than trying to infer each entered key. Thisaepman be used in
taps inference by looking (i.e., in the stream of sensor data) for a specific symbg(s)aekey, possibly
followed by Next button to indicate a subsequentngail password) or for an interesting event, such as a
system startup, launching of a passwotgrotected session/app, or even the start of a phone conversation
where valuable information, such as PIN, social security number, and date of birth may be reqdésted [

8.2.45 Wireless attack

Hackers can attack wireless network users to intercept transmittetFittiaffic between mobile devicesdn
wireless access points, and even alter the intercepted traffic to inject malware intotelsing read by
the mobile device user. Security analysts discovered many security vulnerabilitiesbile devices that take
advantage of wireless implementatis, where Android and LinaRased devices are affected the most by
multiple vulnerabilities [70, 125, 135]. Further, stand&ititFi networks security measures such as using
WPA or WPA encryption, have known weaknesses that affect the operating systermanOS, Windows,
iOS, Android, and Linux devices rendering them vulnerable. Intercepting traffic alttaeckers to read
information that was previously assumed to be safely encrypted, and hackers deedteven to crack a
Wi tFi password to achieveith The vulnerability requires that a devibe in range to a malicious attacker,

and it can be used to steal credit card numbers, passwords, chat messages, photos, emails, and lots of other

online communications [151].

8.3 Simulation environment

The provision of a simulation platform is via Docker coupled to VMWare Nadtian in order to yielda
scalable, controllable IoT simulator capable of meeting the requirements of Ciytost. A simulator is
designed to have a resemblance to the actual network, but only simulate functitima ¥ie network, such
as normal device operating behavior and traffic versus attack scenarios (DDoS, malware exe@itaples

Towards deciding the most technically sound approach to deliveringation capability, three market
leading, manufacturer agnostic capabilities were examined: two of which only furadinatwork simulators
whereas a third one serves as a containerization capability that can be exploited mmakremulator. The
capabilities assessed are GNS3, Mininet and Docker. The first two atdyri@l and Docker is focusing on
CLI functionality (with some thirparty OSspecific GUI capabilities available). The overall analysis is
summarizd in Table 8.1, and discusseddiepth in the sequel.

Mininet is designed to research and teach networking, includoftyvaretdefined network§SDN). It creates
a flat ethernet network of multiple OpenFlotienabled Ethernet switches and multiple hosts connected to
these switches. Custom topologies are driven by tgenerated Python scripts that provide the user with a
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great deal of flexibility in terms of network topology, but most importantiith the ability to transition to a
realtworld system.

Figure 8.4Mininet GUI

GNS3 is a Gldriven network simulator that allows the user to run multiple emulated systesmtered on

the Ciscdnternetwork Operating SysteihOS), which is a commerdilidensetdriven Cisco provision. I i

very powerful, allowing the emulation of Cisco IOSs on Windows or hased computers. Emulation is
possible for a long list of router platforms and PIX firewalls. Usingrem®&titch card in a router, switching
platforms may also be emulatedtothe 8 & }( §Z E [* * %o %o} CEle relignee thphghohs C X
commercial licensing to deliver core functionality makes it rather unsuitabl&for % E}i S[e v o
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Figure 8.5GNS3 GUI

Docker diverges from the pure simulation capabilities discussed abovepawitles a system capability
rather than a simple piece of software. Docker is an extension of the Linux containerjzationols within
the Linux kernel. Individual capabilities such as software, hardware OS and general opystiings are
Zontainerized 3} o0o0}A §Z ucoffaiddrized applications that deliver portability, service discovery,
load balancing, security, performance and scalability. The core architecture is shown in Fgure 8.

Figure 8.6Docker architecture

Within these paradigms, the container networking model, which is shown imeF8yd, delivers the docker
networking architecture interfaces that enable these paradigms to be delivered. The netwatkl mo
constructs are what allow Docker to be considered in the case of this deliverablsugtable replacement
for dedicated network simulation software, because whilst most compili@sed components can be
containerized and hosted on docker, the network model is the core element tloatsaathese containers to
function as a network.
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Figure 8.7Container networking model

The network sandbox contains the configuration of a container's network staik.includes management
of the container's interfaces, routing table, and DNS settings. A sandbograntin many endpoints from
multiple networks and an endpoint joins a sandbox to a network. Tterark model does not specify a
network in terms of the OSI model. An implementation of a network couldIbaia bridge, a VLAN, etc. A
network is a collection of endpoints that have connectivity between them. Twerfaces are provided:
network drivers (nhative and remote) and IPAM drivers.

A vast array of containerized hardware and software exists on the tgoemce Docker Hub, and if specific
capabilities are required the user can always containerize a specific capability them3éluss Docker
provides a scalable, adaptable, opspurce networking capability free from the usability restrictions faced
by users of specific software such as Mininet or GNS3.

In summary, as shown in Table 8.1, the three capabilities assessed all had their strengths, and Docker seems
to be the best solution for the development of Cylb€rust[ simulator.

Table 8.1Hightlevel comparison of simulation environments

Capability Mininet GNS3 Docker
Open Source Yes Yes Yes
Windows Support Yes Yes Yes
UNIX/Linux Support Yes Yes Yes
Simulation mode No Yes No
Emulation mode Yes Yes Yes
Compatible with realt Yes No Yes
world controllers

Scalable Yes (but complex) No Yes
Traffic Flow Yes No Yes
Malware injection DDoS only No Yes
Hardware agnostic Yes Partly Yes
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The requirement for a simulation platform is driven by the user needs to atmtihe scenarios defined in
deliverable D2.3. At this stage, we focus on the provision of a simulatipability that covers the first use
case domain of D2.3.

Smart Home Domain (SHDlhe definition of the Smart Home for the purpose of the simulation is a gateway,
with an associated Intrusion Protection System, behind which a set of heterogedewices exist that cover

§Z UEE v3 u EI 8 ]v 8 Gus }( u} Jo Al « v }vv 33U ZSAJSA Plu ¢

etc.). This simulation can be effectively summarized as covering the TifoRl&ed network capabilities
associated with 10T, including network protocols such as UDP, TCP and HThi&eapidied by both legacy
IPv4 and the lotenabling IPv6 protocols.

The SHD is, for the purposes of simulation, not a homeseerbut rather a connected set of capabilities
against which the following actions can be conducted:

f Normal traffic injection (scapy);
f DDoS injection: HigiOrbit lon Cannon (http) and Low Orbit lon Cannon (tcp/udp);
f Malware injection (DB of malware executables).

This is achieved by means of virtualization, where the increased resource consumption édniand
virtualized environments is offset by the protection offered \dgtual machines(VM) when conducting
research into malware through isolation from the host hardware. It also allows a Ieflekibility as to the
virtualized capabilities included in the simulation (i.e. different IDPSs can be run tapgrformance in
differing scenarios). A traffic generator VM (Scapy), DDoS VM (LOIC & HOIC) and a malwarilDB V
connect to an IDPS VM (Snort/Suricata) which will, in turn, connect to the Smart Hond&' Bimart Home
VM will run a networked set of containers, with a container running the devidewureview, i.e. a smart
meter.
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9. Conclusions

This deliverald reviewed the various methodologies and tools that can be used to efficiently modsitge
attack strategies. A systematic approach to achieve this goal is related with mgdb#ise strategies with

the sotcalled graphical security models (e.g. attack trees/attack graphs), which allowofwenient
representation of the possible steps that an attacker may follow towards his final gaanjunction with

the privileges obtaiad at each step (or with the actual impacts that occur with respect to security). These
models are based on appropriate information that needs to be acquired at thefise, such as information

on network topology, on nodes/devices connectivity, as well as arevabilities that exist; by these means,
attack strategies arbeing systematically analyzed so as to be able to take proper decisions with regard to
the mitigation measures that need to be implemented. Moreover, such an analiengly related toa

risk management on the overall system, by appropriately utilizing the ghitibes of occurrence of the
identified vulnerabilities in conjunction with their impact upon successful etgtion.

This report presented a detailed comparative study, in terms oftalefined criteria, of all the relevant tools
and methodologies, whilst typical realistic scenarios within the frameworkyb&i@Trust project are also
given. The main outcomes of this report can be summarized as follows:

f Utilizingattack graphsseems to be the most suitable modelling strategy (although adopting achybri
model consisting of both tretbased and graptbased models could be convenient in some cases

f Probabilistic attack graphge.g. Bayesian attack graphs) provide also the means for performing risk
analysis via systematically considering the attack probabilities (based on the re@vV&3 scores).
Therefore, they will be considered in the framework of the Cybeust project.

f The attack graph to be used needs to have certain properties so iagetact with the intelligent
intrusion response system (iIREpreover, to cope with scalability issues, it is highly probable that
hypergraphseed to be employed e.g. associating each node of a graph with a cluster.

f Nmapand theAngry IP Scannéboth being open source) are the tools that will be used for acquiring
information on the list of devices lying within Cyli€rust[ protection domain, as well as on network
topology, ports detection, host reachability, security measures deployed (packets fijtiravgalls
etc.) and versions detection. Such info will in turn feed the attack graph model.

f Whenever needed, the capabilities of the above tools may be complemented by othersioctisas
NetworkMinet

f TheNmapwill also be used in the context of Cyl€rustfor detecting vulnerabilities and backdoors.
Moreover, to this goal, the freely availalbpenVA$ool will be also used, which also integrates well
with the Nmap. Again, the information obtained from these tools will in turn fdedattack graph
model.

f In case that a reconnaissance tool is needed in the context of processingatifmmrfor feeding the
attack model, then the open source ReconDog seems to be a right optiost thikilSpiderfoott up
to the extent that its license limitations allowwill be also considered.

f Risk assessment in the context of Cyffeust will be built upon dynamic approaches that allow to
exploit measurable information available from security standards so as to automatipdtye risk
models; such models also rely on attack graphs.

f Snort or Suricata will be used, possibly in combination with other tokdsBhstille, that complemen
their functionalities in order to enforce the mitigation actions at the host or network level.

f Attackers have different skill levels as well as different amount of budget to spentaBacker has
been correlated with the CVSS metrics as well as with the differentdayanarkets.

f The simulation environment will be a mixture of dockers and virtual machimesv\MWare Vsphere
infrastructure, simulating smart home devices. The network connectivity of thesiEeas will be
provided through Mininebr GNS (if Cisco routers and switches need to be simulated).
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