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Executive Summary

Privacy in the context of Cyber-Trust

A recognition of the risks that surveillance practices in the context of cyber-thmeditgence gathering and
sharing, as well as the use of new technologies for the detection andatiotigof cyberattacks and the
storage of evidence, can create for privacy, is essential in Cyber-Trust project.sbhisriseveral reasons
to do with both what the Cyber-Trust project aims to achieve, as well as the Cyber-fiotgype itself,
during its creation and design phase but also in the case of a possible usesaitdeaise. Automated tools
used for scraping data and profiling of devices offer a means for digitaikamnee, which can interfere with
individuals” privacy in its various fornmsparticular, due to the intrusiveness of the method and the enormity
of the data being collected in combination with a false impression ohwamity online. Even in the case
where no personal data are collected, digital surveillance activities nilagxert psychological pressure
upon individuals and may be capable of affecting or altering their behaviour.

Alleged interferences with personal privacy, however, are not always unacceptabléclines potential
uses in incidents relating to cybersecurity and elimination of cybercrimaiich Cyber-Trust is intended.
Depending on the severity of the interference with privacy and the purpose and the features wiothe
used, the deployment of the Cyber-Trust system may be acceptable in most ipdepending on a case-
by-case assessmenthe protection of privacy has to be weighed towards other promineniedwf the
states related to the need to protect the life and property of individuadsptevent, detect, prosecute or
investigate criminal activity and to guarantee national security and critideadsitructure The concept of
proportionality, in a broader sense and the proportionality test, in a naemsense, as introduced by the
ECtHR case law, providevay of judging when such interference may be acceptable.

The Importance of Data Protection to Cyber-Trust

Whenever the system collects and processes personal data, it will be necessamyity with the existing
data protection frameworkst national, European and international level. With respect to the Cyber-Trust
project, the two main legislative initiatives that are likely to be of relevance ar&tneral Data Protection
Regulation (GDPR) and the Police and Criminal Justice Data Proteatictiv®ifDirective 2016/680). The
use of a Cyber-Trust prototype by law enforcement could be exempted frerfigld of application of the
GDPR. Specifically, the Recital 19 excludes the application of the Regulgt@adnal data being used for
police and criminal justice activities the grounds of public security and public order. However, this kind o
use may fall under the scope of Directive 2016/680e requirements for the processing of personal data
that falls within the scope of this Directive may depend upon the particularities fidiudl Member State
law.

Cybercrime and Cybersecurity - Legal Frameworks

Cybersecurity and cybercrime are two highly interconnected topics. Even thloeighis no single definition
for ~ C & he term is used to describe various offesdncluding conventional computer-based
crimes, as well as network crimégithin theEUand its Member States, several legislative and non-legislative
efforts attempt to harmonize the legislative framework. Three instruments are beidgly accepted and
implemented: The Council of Europe Convention on Cybercrime, and levEl, the Directive 2013/40/EU
on attacks against information systems and the Directive 2016/1148/EU rongemeasures for a high
common level of security of networks and information systems. All three frefluenced the way States
regulate cyberthreats and cybercrimes, their prevention, detection, investigation, and pitasgcas well
as ther relevant cybersecurity policies and strategigsmost cases, cybercrimm@are covered by Criminal
Codes and Codes of Criminal Procedures of the Member States. Howevantglewisions can also be
found in various other national laws. In particular, tools used in the Cyber-Trustprsijich as web crawlers,
automated techniques for the profiling of 10T devices and packet inspectias &hould be deployed in
compliance with all the necessary safeguards and under the specific conditions dedwyibleaise legal
instruments.

Copyright® Cyber-Trust Consortium. All rights reserved. 8
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Electronic evidence

The aim of the Cyber-Trust project is to develop a prototype that will nottenbapable of detecting possible
cyberthreats and contribute to their mitigatidnut also to provide material that could be used as evidence
in criminal proceedings. In order to be able to make use of data in suemaan the potentially evidentiary
material will have tobe collected, stored, and handled & way that is not only consistent with laws
concerning human rights and data protection, but also with rules concerning thdihgraf evidence in
criminal proceedings. Failure to comply in any of the stages of the iolleend handling could resuin
material which would be inadmissible for further investigation and criminal proceedings.

Rules concerning the admissibility of evidence araatter of complex and highly sophisticated national
legislation, which often does not address the issue of electronic evidence, asiguelther applies outdated
legal schemes to it, by analagyherefore, it is not possible, at the moment, to presastngle legal approach
for the Cyber-Trust project that would be acceptable in all jurisdictions. Henyvéwe current legislative
reform that takes place in Europeanled by the European Commission and the co-legislators,imnd
international levelt mainly, led by the Convention on Cybercrime Committe&YJG-aims to simplify the
existing processes and put in place further safeguards for individuals™ rigtabligising a more coherent
environment for cooperation on law enforcement and judicial matters across EUbkleStates and other
third countries.

Notwithstanding the differences in the various domestic laws, it will be impoftarthe partners involved
in the design of a Cyber-Trust prototype to follow some commorcjpies, facilitating good practices with
regards to the handling of evidence. Since not explicitgulated, the use of Blockchain technologies for the
storage of evidence could spark a vivid debate about its appropriateness imsmtiext, in terms of data
protection and admissibility before a Court, as it will be discussed in detail in Delav&rabl

Copyright® Cyber-Trust Consortium. All rights reserved. 9
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1. Introduction

1.1 Project Overview

Cyber-Trust | Advanced Cyber-Threat Intelligence, Detection, and Mitigation PlatfornT fasted Internet
of Things is a 36-month long research project in the Digital Security Focuséifeaded by the Horizon
2020 Framework Programme of the European Union, under the Grant Agreeme?6G987 Its principal
goal is to revolutionise the way cyber-security systems are built pedate, on the basis of blockchain and
machine learning tools.

By establishing an innovative cyber-threat intelligence gathering, detection, gigdtion platform,
as well as, by performing high-quality interdisciplinary research in critieabathe Cyber-Trust project aims
to develop novel technologies and concepts to tackle the grand challengesd®wacuring the ecosystem
of loT devices. It is structured around three pillars: a. key proactive technol@gesday vulnerability
discovery and sharing), b. cyber-attack detection and mitigation (loT dewigeetang and network/DoS
attacks), and c. distributed ledger technologies.

In specific, it aims to create a new paradigm for the next generation cyberisesystems,
especially suited for the 0T, to quickly detect and mitigate complexed @ttasks, to deliver advanced
solutions for the collection and use of forensic information, and toettgy and implement data protection
by Design and by Default models.

1.2 Purpose of the Document

The present deliverable (D3.1), the first of five, is part of the Work Package 3 (WP3).tdhaifas to
navigate the legislative requirements that are applicable to the project, providamemmdations during
platform design, and conduct a Data Protection Impact Assessment (DPIA), in aceondtiinArticle 35 of
the EU General Data Protection Regulation (GDPR).

Even though the Cyber-Trust consortium will attempt, during the researesephto avoid the
collection and processing of personal data, it acknowledges that where such processing becomes necessary,
the partners will plan accordingly in order to ensure that any legal and eth&la are minimised, by
implementing all necessary and appropriate technical and organisational nesasushould also be noted
that D3.1 is not to be seen as a contextual legal analysis of the Cybesyisteshs and processes, but instead
as a broader overview of the main governing legal regimes and principles.eAnvaepth legal analysis will
be the subject of the next four deliverables included in the WP3, namely D3.2, D3.3amB3.5.

Thus, the deliverable D3.1 will offer oversight of the legal framework that is applicathie Cyber-
Trust project and will be considered as a compass for the creation of suitable teahe@silires that are
meeting all the legal requirements, mirroring the content of task T3.1. The input ofrdsem deliverable
will be used for the adoption of proper practices and technical measures concdineimizita collection from
both clear net/deep web and loT devices, including techniques related to the fugt leaders and TCP
dumps. More specifically, it will be integrat@tto the implementation of the tasks T5.1 and T6.1 on cyber-
threat intelligence information gathering and privacy-preserving devioélmg respectively. Both tasks will
be necessarily restrained from what is legally and ethically permissible irs tefrthe various forms of
personal data collection that may be praetikvithin the Cyber-Trust project, where strictly necessary. Lastly,
by drawing an outline of the main areas of applicable law, D3.1 will proyider{drust partners with a set
of key notions that will serve as a reference to assess the impact of the wtirk pfoject with respect to
the relevant identified legal issues.

1.3 Scope and Intended Audience

The analysis of the regulatory framework will focus on the main instruments of internatiodgEuropean
law, insofar as they concern the legal framework within the EU and its Member States. Whieeedevar
legislative initiatives take legal effect only under the condition of their transipasinto domestic law, brief
overviews of the legal systems in the states where the technical partners hawerthin establishment, as
described in the official Proposal of the project, i.e., Cyprus, Greece, Italy, Luxembimaiiggtherlands and
the United Kingdom, are provided.

Copyright® Cyber-Trust Consortium. All rights reserved. 10
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The intended audience of the documeate the project stakeholders and the project team (Consortium
staff). According to the preliminary security scrutiny, this deliverable is classified aBuilc:

1.4 Structure of Document

The deliverable is divided into four parts: Part A: Privacy, consisting ofri&e€tiam and Three; Part B: Data
Protection, consisting of Sections Four and Five; Part C: Cybercrime and Qyfitgrsamsisting of Section
Six and Part D: Electronic (or digital) evidence, consisting of Section Seven.

As Cyber-Trust constitutes what could be amounted to a system of indiigital surveillance, monitoring,
and profiling, it engages in privacy issues on different levels. Part A willreckpgpon the ethical aspects of
privacy which relate to the Cyber-Trust system, with Section Two examiningatibpsof privacy and the
ethics of internet research must be taken into consideration throughout the duratfdahe project. Section
Three will evaluate these concepts against the countervailing principle of se@amd in particular,
cybersecurity, while exploring how these ethical principles of privacy are reflectdee iEuropean legal
framework in which Cyber-Trust will operate. These concepts should be sgeimgdeyond mere personal
data, and largely are relevant even in circumstances where no personahmgteocessed.

Part B concerns the legal frameworks that are likely to be relevant to two mainarnts of the system,
detection and profilingon the one hand, and storage of evidence in a Blockchain on the othdr.Férgion
Four will examine the potential impact of European data protection law on the Cyberfrajstt. As the
most important manifestation of the notion of privacy in an inforroatkl sense referred to in Part A, this
regime is concerned with the protection of the informational notion of prywadhat is, personal data.
Section Five will explore the laws and regulations that are likely to be applicatile @yber-Trust project
relating to the creation and design of the Cyber-Trust platform, as well as its releasedstgpe and will
provide guidelines for their proper implementation in the project context.

Part Qwill shift focus to the primary aim of the Cyber-Trust project, which is cybersecuritynaigation of
cybercrime. Section8will detail the relevant laws and regulations concerning cybercrime and thgadibin
of states and other involved organisations to implement measures for ptioggthemselves and individuals
against cyber attacks, both at European and domestic level. Only the tiegishth a seleatd number of
Member States which are relevant for the operations of the Cyber-Trust projeédteriresented, although,
given the globality of the internet, the global aspect of the project is to kertanto consideratin.

Part D and respectively Section Seven will provide an initial ovenfigledegislation in European and
national level, concerning the use of electronic evidence for the invesiigaéind prosecution of
cybercrimes. Section Seven will also include a first brief analysis of the useibfigdiLedger Technologies
(DLT) for the storage of evidence for law enforcement matters. However, the overview Walpbshort, as
this subject is going to be addressed in detail in Deliverable D3.2.

Copyright® Cyber-Trust Consortium. All rights reserved. 11
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Part At Privacy

2. Ethical considerations of privacy
The digital age is characterised by the widespread use of computers, the internet, tandraus
technological media, making the bulk data collection reaching globally unpreztiievels. Extracted from
social networks, images, satellites, literature, sensors, the web and smart devices, exgvyehdo, did or
will do, leaves massive traces of activity, which will continue to exist evenafteleath, moving the world
+Al(30C 8}A E - 3 Sdafaficaliodsé Bhs information, deliberately or not, is being increasingly
deposed in various data repositories, belonging to the private or public seetmes different purposes and
constitutes an extensive pool of knowledge. This knowledge, in turn, is eitherased its primary form,
facilitating, for instance, the performance of a contract; or handled to generate more knowldulgge .VEry
often, the raw data and the subsequent knowledge it provides is widely usdnifimess and management
purposes, in research and science, health care, policy-making and law enforcemeas, Wwetl in digital
surveillance, micro-targeting, and behavialiadvertising.

Of course, not all of these data are personal. Nevertheless, depending ondhesiances, a big or

small amount of it is personal data, might have been at some stage of the processing. And of course, it

goes without saying that collection of data through various means is netaan unfamiliar concept for
u}esS «} ] 8] U S I]JvP ]Jv§} } uvidliké Bther etities, \arddiniperently self-documentixg
However, what is striking is the -without precedent- high volume and vasfatye data being collected from
divergent sources in combination with the high speed of the processingnguttie data in the hands of
numerous actors for different purposes.

Thus, despite its undoubtedly multiple benefits, the digital age posedisagichallenges to privacy
and calls for more stringent cybersecurity strategies. In 2013, the Snowden’s rewwtiont the alleged
operation of large-scale surveillance programmes by state intelligence agencies spark&esl ancerns
around the triptych of privacy, surveillance, and security. This sectiofowal on these three concepts from
an ethical and legal perspective, introducing essential principles that afg iliker aliato have an impact
upon the development and use of a Cyber-Trust prototype.

Some first references to the correlation between big datad privacy appear as early as in 19¥1,

the Arthur Millerds «3u C " e« po3 Uwhere @jubes ©f large-scale record-keeping systems are

presented® Nowadays, the concepts of both privacy and security are well-established in eoegrm

pluralist democratic society. Without security nor privacy, freedom and hudigmity become impossible.
In discussing privacy in the context of public order and security, it is coastgumecessary to make clear
that effective privacy requires an adequate state of security in society. Likewise, by grthatisociety is

as secure as possible, it is important to realize and maintain indivitalcy given that a life without

adequate privacy, even in an environment that is secure from crime aondddiswould not be bearable

either®

1 Mai, J-E, Big data privacy: The datafication of personal informattemInformation Societyd2, 3,(192) (2016).

2 ASJ Alumni (2018), Why are human so obsessed with self-documenting?, asu.edu

3dzZ @E3] o 16 & WE}S S§]}v t}EI]VP W EFC i *+SE] (}o]PAJFPV XMW SE] S
exponential growth both in the availability and in the automated o§information: it refers to gigantic digital datasets
held by corporations, governments and other large organizations, whecthan extensively analyzed (hence the name:
analytics) using computer algorithms. Big data can be used to identify geoweral trends and correlations but it can

E (

0} % @E} e+ JVIE E &} ]E $0C (( W]VIAVEPS XS] tWNEIEF W EECU K%

on purpose limitation, adopted on 2 April 2013, WP203.
4 Part A includes references to previous work undertaken by themedit: Gkotsopoulou, O. (2015), How big is your
privacy in a big data world?, unpublished manuscript, Europa Universitétiva.

5 D]Joo EU X ZX ~i66i*X dZ s+ H03 }V % E]A }SWXEku %ES} EW hviA @«}UC y( D]

WE X
6 Solove, D. J. (2011). Nothing to hide: The false tradeoff betweeacgriand security. New Haven [Conn.]: Yale
University Press.
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Statements made by big corporations and their representatives often endorse the nathhide
argument and consider privacy an outdated conce@n the other hand,"tfhe very existence of an
internationally recognis E]PZ3% 8§} % E]A C_U Z E P Gendrdl of(th€BUnited Natidlis, S E C
N%oE& *U%0%o}e » PE uvsS §3Z 8§ SZ E & ES Jv E + }( $@ncdmdfA] p o«
either governmental authorities or the general public, areas which may vary in size from country toycoun
but which do possess a common central cdte.

2.1 The concept of privacy in the digital age
Privacy is a term that is everywhere in our informational society. Individualk Bedwusiness and
governments claim to respect it. A plethora of similar tenssised interchangeably to refer to privacy,
Jv op JVP "% @} % E]A]E UNBBIE C_ v " cauding @hbiguity and complexityet
privacy is a concept without a single commonly accepted definifidhereasThomsonand Scanlorrefer
to a rights-based concept, other legal theorists and philosophers approach privacinésrast-based oné!
Consequently, some scholars, in order to overcome the hurdles of such a lackecfive agreement,
decided to rely upon a more contextual and relativistic ground whereapyivs defined in accordance with
the context it is discussed within. In that approach, definitions vary depending on thextocéture, and
society. Some countries follow a narrow interpretation of privacy, othersoader one. However, in most
societies, privacy is often seen as the drawn line which indicates how far someonérada into another
individual[ = %o (E »} ¥ lodeell, ae major discussion about privacy, in particular, triggered byshefi
information technology and the internet, is that of privacy in the publicrmeahd privacy in the private
realm, which according thissenbaumin its core, could also be seen as a contrast between public realm and
personal*®

Westin discussed privacy and freedom in various concepts and created a debate framework,
conceptualizing four states of privacy - solitude, anonymity, reserve, énthicy t already in 1967 Solove
on the other hand, argued that the conceptions of privacy could be grouped in six cate§aii the right
to be let alone_t Samuel Warrerand >}pu]e & s/forimdlation for the right to privacy® b) 4imited
access to the selfc) secrecy; d) ontrol over personal informatione) ‘bersonhood; andf) 4ntimacy .1’
To the contraryRosslelintroduced three dimensions of privaéy/a) decisional privacy, which is necessary
for individual autonomy; b) informational privacy, i.e., control ovdormation relating to a person; c) local
privacy, i.e..% E]A C }( $Z Z}ue Ztar robn @rdvhdncd privacy of objecBanisar and Davies
came up with another similar, yet different categorisation as foll&;: informational privacy, concerning
the collection and handling of personal datas } ]JoC % E]A CU A]3Z E P E + 8} 8Z % E
physical integrity against invasive procedures, such as clinical trials; c) privacy of cications, covering

" 1bid.

8 u &] v ]A]Jo >] ES3] « hv]}v ~1iideUightalVAG],A P@pdsapidraeNpw Geheral Comment on the

Right to Privacy under Article 17 of the International Covenant on Civil aitid&drights: A Draft Report and General
Juu v8 C 8Z u E] v JAlo »f.14ES] » hv]}v_

°d A v]U dX ,X ~11i6+U /v(}EuU §]}v 0 WE]A CAVEP] «%EWIdEZZ }@E] PNV }V JVYVEE]}S
Ju%pus E SZ] X
10 g ] X

11 1bid. See also: Scanlon, T. (1975), Thomson on Privacy. Philosophy and Publi¢.4ff215-322.

2 1bid.

13 Nissenbaum, H. (1997), Toward an Approach to Privacy in Public:ngballef Information Technology, Ethics &
Behavior, 7:3207-219.

4 Westin, A. F. (1967), Privacy and freedom. New York: Atheneum.

15 Solove, D. J. (2008), Understanding privacy. Cambridge, Mass: Harvardityrifress, p.13.

1 Warren, S.D. & Brandeis, L.D. (1890), The Right to Privacy, Harvard Law Review, Volpg, MeB8Z20.

17 Quinn, P. (2016peliverable D2.1, FORENSOR.

18 Roessler, B. (2006), New Ways of Thinking about Privacy. In Anne Bnilips Honig & John Dryzek (eds.), Oxford
Handbook of Political Theory. Oxford University Press. pp. 694-713.

9 Banisar, D. & Davies, S. (1999), Global Trends in Privacy Protection: AatibriahSurvey of Privacy, Data Protection,
and Surveillance Laws and Developments, 18 J. Marshall J. Computer & Info. L. 1.
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the security and confidentiality of every form of communication; andtedritorial privacy, concerning
protection of the domestic and other environments, such as the workplace.

Nissenbauris conception of privacy in public, including cyberspace that extends to eortki
processing of all information, including information gathering in-@a&ted public realm should be taken into
account when perceiving privacy in the digital &y&his conception addresses two erroneous assumptions;
first that there is a realm of public information related to individuals where napyinorms apply at all, and
SZ & (}E SZ]es Jv(}EuU S]}v ] Mmgland $€Eorfel Eat the a@yregafion of information does
not violate privacy given that its parts, collected separately, did not violate privacy.

2.2 Personal autonomy in relation to privacy

One common link between all those various conceptions of privacsiz | }( N pShe.}thgtu

individuals be left as much as possible to define themselésstindefines privacy as the desire of people

to choose freely under which conditions and to what extent, they want to explesmselves to other&In

Josphetal, itisargued$Z & % E]JA C }ve3]Fpsh unwdreBnted and unreasonable intrusion

Jvd} 3]A]®glonding <o the realm of individualu 3} vu€AM JA] u o p3nitg tuh refers

to the field of action that does not touch upon the liberty of others, where a personscdn%. }v [¢ 0](

accordingtoon[e }Av A]eZ « v /A%andindjdaes-as well interaction with other persons, such

as private communicationBlousteinconsiders privacy as an inherent interest of the inviolate human

personality, the individual's independence, dignity, and intedfitfhe American juristouis Brandeis

described privacy « *"S$Z u}*S (uv u vS o }( o0 E]PZSpeope®ByhereasVdio (&

Hv Eo]v « §Z § ~]v }vman nghtdJarecaspects of the right to privaéy

The concept of personal autonomy and its relation to privagytés alia often reflected in the jurisprudence

of the European Court of Human Rights (hereinafter ECtHR) under Article 8 of the EuCopeantion on

Human Rights (hereinafter ECHR)hich is related to the protection of private and family life. In the ECtHR

case law, personal autonomy which falls under the scope of the right to re$pegrivate life, primarily

observed as an aspect of the right to physicala3dd] o ] vS§]S8C v thé]ability to donduct life in
uvv & }( }v [+ }Av, iZused]te Bffer a more contextual interpretation of the right to priv&cy.

It is worthy to mention that the notion of personal autonomy holds a spestade in the Strasbourg Court

case law and underlies the interpretation of all Convention guarafteasd not only those of the specific

article®

This personal autonomy, provided in the concept of privacy, may suffergalhyisirusions or psychological

pressures and influences from outside sources, which depending on the context, conkkimigstacles to

20 Nissenbaum, H. (1997).

21 |bid.

22\Westin, A. F. (1967).

23 Joseph, S, Schultz, J. & Castan, M. (2004), The International Covenant and(dlitical Rights: Cases, Materials
and Commentary, Oxford University Press.

24 8YE u}E }v 8Z VvIS]Iv }( 83Z M uSiviuke ~ibi(ieU tZ 3}W GHpAar€CLiw ReGEW
126(7), 1904-1933, p. 1907.

25 Bloustein, E. (1984), Privacy as an aspect of human dignity: An answer tdPBeaer. In F. Schoeman (Ed.),
Philosophical Dimensions of Privacy: An Anthology (pp. 156-202). Cambridge: Cambridgsity Press.

26 Volio, F (1981), Legal Personality, Privacy and the Family in Henkirgelftérnational Bill of Rights (Colombia
University Press).

27 Council of Europe, European Convention for the Protection of HumhtsRigd Fundamental Freedoms, as amended
by Protocols Nos. 11 and 14, 4 November 1$513, 5.

28 Koffeman, N.R. (2010), (The right to) personal autonomy in the case leng &uropean Court of Human Rights,

Leiden, p.16.

2% dzZ JHES }vi]lvp 8Z 3 83Z E (JE 35Z]ew}s{}vilwe3}Eproov &ECr}( 5Z v ]A] p o
Z}] Ju%o] 18 ]Jv ES] o ii v }Vv(]Eu B(IVZ}(VSE 5]d%e}%& 5 }([SB Z W E}A]]}v
ig Puvs }(ii :vp EC TiioU "t E ve v v Z eupee v ABD wu 18BN 0% @ X i diXO

30 ECtHR judgment of 27 April 2010, Ciubotaru v. Moldova, appl. no. 27138/0449aECtHR judgment of 8 January
2009, Schlumpf v. Switzerland, appl. no. 29002/06, para. 100. See also ECtHR judgmédahoads2009, Reklos and
Davourlis v. Greece, appl. no. 1234/05, para 39.
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a person’s development or cause alterations to their behaviour. Examples of such pressudemvolve
JVEE ]}V Jv3} Jv 1Al L o[ Z}u }E % E]JA § % +UZ}¥s GV [E Mv A& 3
of education and attacks on ideas or beliefs that individuals may hold and exjVessin classified the
relevant threats in terms of physical, psychological and data surveillance. The latt@\hass relevance
for the Cyber-Trust project.

AEE 8 [+ (( S8]JA v eee Jv }v p 3] whongediniteldoby seale br duration. Declining
costs of technology and data storage have eradicated financial or practical disiesetdi conducting
surveillance. The State now has a greater capability to conduct simultanecasiyvenargeted, and broad-
scale surveillance than ever before. In other words, the technological platforms upon which giitiaklp
economic, and social life are increasingly reliant are not onlyevable to mass surveillance; they may
actually facilitate it#! Surveillance activities, however, are not only deployed by states and are not only
passive activities collecting information that may relate to persons butaése capable of influencing
individuals and are closely related to the exercise of other fundamental rights and freedomssstieh
freedoms of thought and expression, movement and associdti&rOn that end, the UN Special Rapporteur
on the protection and promotion of the right to freedom of expressi@nd opinion,Frank La Ryehad
observed that insufficient protection of privacy may A ~ Z]Joo]vP (( §_3v }3Z & E]PZ§>

2.2.1 The notion of informational privacy

In the computer ethics literature, there are three major theories around informatiprishcy*® First, the
restricted access theory entails that one has informational privacy when she is ablé tr lisstrict others
from access information about herself. Second, according to the controhthprivacy is directly linked to
one’s having control over information about oneself. And a third themmes from a mixed perception of
the two aforementioned theories, in conjunction with limited control of ttata subject over her dat®.
Notions of informational privacy may give rise to legal approachesdgingvcontrol over or restricted access
to images, communications, health information, and many other aspects. It is entirelplpabsit where
the data protection framework does not apply, other legal and ethical approaches linked to priggicstim
be relevant. As section 3.4.2 of this document discusses, this involves other pripacgces and doctrines
including notably those developed by the ECtHR under Article RECH

Like most other conceptions of privacy, informational privacy is oftemected to the concept of autonomy
given that individuals may often change their behaviour as a result of the informakiont them that is
known to others Harms to privacy in the informational sense usually thus refer to instances where
information concerning individuals has been collected, used or madecpedniitrary to the wishes of those
concerned. The notion of informational privacy can play an essential rolesitCytberfrust project, in
particular concerning data scraping from the clear net and the deep web, as wellhesstorage of digital
evidence in the blockchain and the enforcement of the data subject’s rights.

2.2.2 Data Protection as an aspect of informational privacy
Data protection started to be discussed only in the 1960s as part of thecpblapendas of advanced
industrial states’ It was the outcome of the fast development and application of IT with regard to the

38 hXEX ,du v Z]PZ&+ }uv JoU dZ 2Z]PZS 8§} WEEKA ] FZ SK((]IP]1B( sZP W]E E §
JuuJee]}v & (JE ,uu v Z]PZ8+U K, ,ZU hXEX } X 1,Z IT0lidZ~: W Z3 ST IVWE Z E

§Z ]JP]8 0o P X

32 ECtHR judgment of 27 April 2010, Vordur Olafsson v. Iceland, appl. no. 20161/06, para. 46.

33 Council of Europe, Guide on Article 8 of the European Convention on Hughas RRight to respect for private and

family life, home and correspondence, updated on 31 August 2018, p.37.

34 UN Human Rights Council, Report of the Special Rapporteur on the pporaati protection of the right to freedom

of opinion and expression, 17 April 2013, A/HRC/23/40, p.7.

35 Tavani, T. H. (2009), p.143.
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collection and handling of personal informatiéi®® The Land of Hessen in Germany adopted the first data
protection laws in 1970. It was then followed by Sweden, the United States;rande?® 41 42Later on, data
protection was included in the Council of Europe (CoE) 1981 Convention faatteetion of Individuals with
regard to the Automatic Processing of Personal Data (hereinafter Conven®)i 46d the Organization for
Economic Cooperation and Development's (OECD) Guidelines Governing the Profeetisacy and Trans-
border Data* These two documents haalsignifi@nt impact on the relevant legislations which were from
then on enacted all over the world concerning data protection.

Data protection approaches lay out rules and conditions for the processingredmal data, and therefore
they apply only in cases where personal data are involved. In contrast, daectoa law does not apply
where the processed datare not personaf? It is apparent that there is a common overlapping segment
between privacy and data protection. However, their scopes are different, and tpe $f data protection
covers personal data only in an indirect way in relation to the private sptiditerefore, data protection is
linked to privacy in that it can minimise the chances for personal d&tase and the consequent harms to
individual autonomy and human dignity. Afore most, data protection principles, puttiptace a systemfo
checks and balances, can be engaged even where there is no demonstrable harm to inglividogd® That
observation is relevant for the Cyber-Trust partners who may process perdatal as it means that
breaches of data protection principles and rules can occur even where no individealrhpkined of harms

to his or her privacy because such infringement is not necessary for data protection rules to be triggered.
Inthe U.S.A. and the other Member States of the Inter-American Convention on Human Riglgss no
explicit differentiation between privacy and data protection. Often, there is a tendeattyin literature and

in legislation to deal with the right to data protection as a sl the right to privacy?®* For instance, the
Strasbourg Court has interpreted Article 8 European Convention on Humats, Righf the right to data
protection is encompassed in the right to private fifdlevertheless, there is indeed a distinction established
in Europe, in the EU Charter of Fundamental R¥likereinafter, EU Charter, CFR or EUGHR]Jlecting

B yy 88U X :XU —Z Ppo §]vP WE]JA CW ]¢ MWEBYs 31}v8Zv W] o] & o]-C ~/§Z
hv]A E+]8C % E *+U (86T+X %o XTX

9 yle ®U X v A] U AX ~i{886°U A0} OIAME w +]V¥ GVEINVD %UEDE E]}( %o C
% E}S S]}v v ecpuEA Joov 0 Ae]WW WolB@EvE.o :JuEV o }( /V(}EuU §]}v v
WE]A C > AU s}oXid~isU & 00 i688X

40 / ] X
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915.
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43 Cauncil of Europe, Convention for the protection of individuals with regard to autmnpabcessing of personal data

(ETS No. 108, 28.01.1981).
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Security, London: Routledge.

48 Quinn, P. (2016).
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52 European Union, Charter of Fundamental Rights of the European Union, 26 Octobe2@I2,326/02.

53i.e. Article 7 and Article 8.
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upon the General Data Protection Regulatfothereinafter, GDPR or The Regulation) and the e-Privacy
Directive®°¢ While Article 7 of the Charter protects the right to private life, Article 8 of thart€haddresses
specifically the fundamental right to the protection of personal cfdtm other words, the EU Charter deals
with privacy and data protection as two separate rights which are not synonymoulg tliki Council of
Europe in the ECHR deals with them as one in the text but distinguishmasrthits case law, as seen beléiv.
The failure in reaching a convincing rationale for the inclusion of an exfldito data protection in the EU
Charter created a lively debate among scholars for its potential justification. Ibéas suggested, for
Jved v U SZ §88Z Z &S E[» E]PZS 8§} 3§ %o E }Boost HevfudamentalEghis v }
dimension of the Data Protection Directivagformer specific legal initiative of the EU, repealed IBP®&° or
to cover gaps observed inté* Another explanation about this differentiation could be found in the way th
article of the EU Charter about data protection is connected with strong testlter human rights
instruments which deal with the right to privacy, aiming to clarify its scope, spabjifspeaking Article 8 of
the ECHR and the case law of ECtHR, as well as the Article 17 ICCPR and the GeneralNoahaimttet
Article 12 UDHR and the Guidelines for the Regulation of Computerized Persongll@&atadopted by the
United Nations General Assembly in 1990.

A separate right of data protection offers additional, distinct benefits for individuals, since the latter
% EIu}S »« §Z Jv ]JA]l H o[ EJPZS 8} % E+}v 0]SCIPZESEIWIR(}Ew 3¢ o (
determinas]}v_ AZ v ]§ fachmoldgical innovations and data processing, as developedén th
decisions Klass, Malone® Leandef and Huviff of ECtHR’ 8 In this case, the collection, storage and
processing of personal information by state authorities may constitute &erference with the right
enshrined in the first paragraph of Articlé8Nevertheless, these two rights are distinct both from a scope

54 Regulation (EU) 2016/679 of the European Parliament and of the Councihpfi2Z016 on the protection of natural

persons with regard to the processing of personal data and on tenfrevement of such data, and repealing Directive

95/46/EC (General Data Protection Regulation) OJ L 119, 4 May 201&8&p. 1-

55 Directive 2002/58/EC of the European Parliament and of the Council ofyl2Q02 concerning the processing of

personal data and the protection of privacy in the electronic communicatsactor (Directive on privacy and electronic

communications) OJ L 201, 31.7.2002, pt437
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80 Kuner, C., The European Union and the Search for an International D&geti®roFramework, in: Groningen Journal

of International Law, vol.2, ed.1: Privacy in International Law.
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85_eander v Sweden, Merits, European Court of Human Rights [ECtHR] App /81 984816, (1987) 9 EHRR 433, IHR

69 (ECHR 1987), 26th March 1987.

56 Huvig and Huvig-Sylvestre v France, Merits, European Court of HRighats [ECtHR], A/176-B App No 11105/84,

(1990) 1 EHRR 528, IHRL 96 (ECHR 1990), 24th April 1990.

57 This notion was referred to for the first time by the CJEU énQ@pinion of Advocate General Cruz Villaléon in Joined

Cases C-293/12 and C-594/12 Digital Rights Ireland and Seitlinger delivered 12 &&@I8IFCR [2013DBO0.
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and protection perspectivé, mainly because the right to data protection provides individuals wititem
rights over data than the right to privacy and more specific protection over the new rigkg ingbosed in
the ageof massive digital surveillanééFor instance, the additional rights that data protection grants to
individuals, such as the right to data portability and the right to better deteentiow their data are
processed, by whom and for what specific purposes as well as the right to object theirggcagqaip the
individuals with better control over their personal dafa?

2.3 The Ethics of Internet Research and its relation to privacy

Internet Research Ethics could be defingsifollows: the analysis of ethical issues and application of
research ethics principles pertainitg research conducted on the Internet* Internet-enabled studies are
used for the collection of information via online tools or spes@lisoftware, e.doy examining activities on
online environmentr exploring publicly available online databases or repositdfi&¥ith the emergence

of the Internet d Things (loT), a global network connecting physical and virtual tsbjbg exploiting
sensorially captured data and apparatus for communication and localisation, thatapities for internet-

and network-based research have increased exponentially.

With respect to the Cyber-Trust project, of relevancéi& § }po (Jreseareh aiming to study
information that is already available on or via the Internet without dire¢eriaction with human subjects
(harvesting, mining, profiling, scraping, observation or recording of otlserexisting data sets, chat room
interactions, blogs, social media postings, et€¥Thus, the internet can be seen both as a research tool and
a research venué As a tool, internet research is facilitated by search engines, databases, and repositories,
while possible venues could be places such as conversation applicationsuoitynptatforms, news fora
blogs, etc’®

Researchers who conduct studies based on data collected from online publor &weial media, often bring

the argument that subjects cannot have a reasonable expectation for privacy in the onlineneewi since
nearly all online interactions are regularly monitored by websites, servigeiders and other partie®
However, averagenternet users seem to lack understanding of how their activities are tracked, and are
unaware of the related privacy practices and policies oflebsites they visit or the devices they U8d his
unclear distinction between private and public in the virtual ambiera® perceived by users, suggests
researchers must assesspriorithe type of social norms and relations governing an online space before
u lJvP eepu%S]}ve JuS 8Z ~%op 0] v oo }( ]¥(S@Ehuasmplguity ZodE poge] $Z]v X
additional challenges to address privacy in an online or networked environment in the-Qyls¢iproject.

0 Gonzalez Fuster, G., (2014), The Emergence of Personal Data Protection ammeRtaldRight of the EU, Springer
International Publishing.
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3 Special reference should be made to the right to object to automatdividual decisionghe right to object due to
§Z § +p i Sdulaksit@tioh and the right to object the accuracy of information, clwhére specifically
protected by the regulations of EU and CoE.

7 Buchanan, E. A. and Zimmer, M. (2018), Internet Research Ethics, The Staojotdp€dia of Philosophy (Spring
2018 Edition), Edward N. Zalta (ed.).
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80 van Dijck, J. (2014), Datafication, dataism and dataveillance: Big Data betaieatific paradigm and ideology.
Surveillance & Society 12(2): 197-208, p.202.
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information is publicly available. In the case of the Facebao&ti®nal contagion experiment, the lack of obtaining
consent was initially tackled under the impressiontteZ & « & Z Z v EE&] }us ouv € & }
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As a result, it is difficult to understand with €8 Jv3C AZ § §Z pe EJ[* Jv8 v3]}v ]* AZ v %o)
a platform® Is her intention to make it visible to only a small circle of friendsshatfailed to adjust the
privacy settings accordingly? Or, the information might have previously beenctedtrio only certain
friends, but a change in the technical platform enlarged the intended audience? Onvdatmneant to be
restricted to only a specific crowd, i.e. the subscribed users of a specific platform or confPmOnityhat if

the data was copied from a restricted-access platform and reproduced in other open platforrthird
persons? The exteng scraping of fora irrespective of who conducts the researamdividual researcher,
public or private organisation - poses risarivacy in the broad sense, but also privacy in its informational
conception, especially taking into account that social networks constitute g@leanenvironment of socio-
technical interactions, where understanding users” intentions would require alpyasase assessment,
which under normal circumstances, is not lik&ly.

Another issue in the cases of wholesale scraping is that of the perception of anofyh@tiRuarguesthat

the right to privacy is fundamental for individuals to express themselves freely, emphasising fact that
people are more willing to express themselves concerning controversgigstin public spheres when they
can do that anonymousRP. Hence, individuals may be discouraged to engage in communications, if they
cannot be assured about the privacy of théh$ Internet serves both the purpose of communication and a
sense of nn-direct exposure since users have the opportunity to use public fora, where thagtchave to
reveal their offline identities. This is the case, in particular in the deep web, but similarly in the surface web
One problem in this area is that the user may assume that her computer-mediated or onlwvidesctire
anonymous. In fact, the impression that one is anonymous online is widespread, evegh thoei s activities

may be relatively easily monitored and identifiable by researchers and state authrilibe user in such

case presumably desires anonymity as a way of ensuring privacy. Given that a user prgsienabb
anonymity and privacy, ethical issues may arise if deliberate decepthgtiges encourage such mistaken
presumptions about anonymity and privacy, especially in contexts of unwaexedsure or intrusive
monitoring

§ Eue }( + EA]HiIb KX 2014WFacg} | ZZ « €& Z[ d} he E PE uvsS 0 D}vsZe (¢

Manipulation Study, Forbes.com.

8 Acquisti, A. and Gross, R. (2006), Imagined Communities: Awareness,atidfori®haring, and Privacy on the

Facebook, Proceedings of the 6th Workshop on Privacy Enhancing Techndi@g&gp. 3658.

84 Buchanan, E. A. and Zimmer, M. (2018).

85 van Dijck, J. (2014), p.202.
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87 The European Union Advocate-General in Digital Rights Ireland Tt Minister for Communications, Marine and

Natural Resources, brought up the same argument.
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8 Wallace, K.A. (1999), Ethics and Information Technology 1: 21, Kluwer Academic Publishers
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The importance of seeking and receiving information online, withe@indptargeted or monitored cannot be
doubted® °2 When a state or private actors monitor and collect vast amounts of informatidout
individuals, this can constitute not only a violation of their right tavaaciy but also a violation of their right

to free expression and an unbearable hassle for the free flow of information and$tf#é&s this regard, EU

as well as domestic law, often refe] & 30C 3} §Z % E}3$ 3]}v (E}u Jvs E( E v A]S
term that should be interpreted broadly, including all forms of communicgtboth online and offline.

Emails and other forms of online communication must be delivered to tlends®d recipient without the
interference of the state or other third parti€s.Privacy is also related to the prohibition of discrimination

(Article 2 ECHR), especially in cases including collection and use of big dataheitkiim of profiling ad

digital surveillance, even without suspicion of wrongdadihg.

%1 UN General Assembly, Report of the third Committee on the Btiomand protection of human rights: human rights

guestions, including alternative approaches for improving thecatiffe enjoyment of human rights and fundamental

freedoms, 8 December 2014, A/69/488/Add.2.

92 UN Human Rights Council, Report of the Special Rapporteur on the pponaati protection of the right to freedom

of opinion and expression, 17 April 20P3HRC/23/40, p.7.
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3. The concepts of privacy, security and surveillance in cybeespa

3.1 Privacy, cybercrime and cybersecurity

Cyberspace is continudysunder attack. Cyber attacks happen every second, hampering the security of a
network or a device. As cyberattack, in simple words, can qualify an ddt@méhed from one device or more
devices against another device, multiple devices or networks. The §thalse launching the attack, usually,

is to disable the targeted device or put it offline. Other times, the pringaa is to get access to data stored

in the specific device or perhaps gain admin privileges. Cyber attackgamyain type and size. Attacks can
range from planting malware which is downloaded to a targeted device and can geapmmed to do
anything from steal data to encrypt files and demand ransom, also known asmaase to phishing emails

that deceive victims into revealing passwords. Denial of Service attacks (DoSyenaielm a web server
with traffic, and they can be distributed or not; Mamthe-middle attacksim to fool the target device into
joining a compromised network. Wannacry and NotPetya ransomwares are only angpbes of the most
recent widespread cyber attacks, affecting thousands worldwide, including governereites, companies

and individuals.

Why are privacy and cybersecurity so closely connected? Perhaps becausdt withme degree of privacy

in the way they use their devices, people do not generally feel securayrdads security is ensured, privacy

is but an illusion. In cybersecurity, as perceived in the Cyber-Trust projeciptioa of privacy that fits best

is the informational one, but as seen above the privacy of commuaitatinay also play a role, depending

on the specific tools used for the detection and mitigation of cyberthréats}vsE}o }A & }v [« 3§ v
be assured if the security of the data (confidentiality, integrity, and availgbiitassured, otherwise the
control is not real.

Concerns about security and privacy in the context of information processed by computers are nekltly as o
as the computing professioibself: the desire to break cryptographic codes triggered some of the earliest
developments of digital computefé.With computers being built into sensors and control systems and with
*} ] SC[- % v them gontinualy growing, exploitation of security flaws has often resulted into
deVere damagé Aiming to build systems withs few security flaws as possible, requires developments in
computing technology. Since the security of a device is often aean option and not an obligation, and
frequently is addressed aan engineering cost that may even impede system functions, the econorhics o
privacy and cybersecurity agecrucial factor in determining deployment of those technologies. However, it
should be kept in mind that without neithex specified security policy nor a privacy policy, systems are
vulnerable to attacks and in risk of severe legal violati8ns.

3.2 Privacy and digital surveillance in the context of cyber-threat intelligence

gathering and attack detection
Privacy is also linked to the idea of surveillance. This is particularlwtreie privacy is related to the broad

IV %3 }( N JvP o (8 o}v _ }E v}8 N JvP 8§ Eie.Evo $]FRpIE N Vv (EER}A]
privacy (see section 2.2.1). Surveillance may be considered intrusive by iatiivielten though the
information that is collected is already in the public domain. This is becauseubatwehen cybersecurity
measures do not need to use private personal information, they are still taypétextorting psychological
pressure upon the individual€® Looking at such matters in terms of purely informational privacy would not
be sufficient to understand the harms that unnecessary surveillance can bring ‘dbout.
In the wake of advanced uses of information technology, it is necessagwodZ v A u@EA%poo v
so-called, digital surveillance, as going beyond a simple vision of prgaayform of informational control,

97 C. Landwehr et al. (2012), Privacy and Cybersecurity: The Next 100 YearseédiRgs of the IEEE, vol. 100, no.
Special Centennial Issue, pp. 1659-1673.
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as described b§issenbaunt®® From an ethical point of view, the impact of surveillance can be assessed
once the reasons for it have been defin€éiSecurity often seems an easy answer to a possible why question,
especially if it concerns surveillance in the form of filtering and maoinigofor the prevention of crime or
terrorist attacks, or in the form of security of network and information sys&eproviding critical
infrastructures, such as water or electricity. Once security is the response, the quéstiofollows is
whether security or this degree of security is justified under the specific circumstancesoasequently
who is carrying out the digital surveillance and who is being monit&¥ed.

In deciding upon whether a potential use would be acceptable, it woulcebessary to take all such factors
into consideration. Consequentialist approaches would justify large-scgi@ldsurveillance in terms of
achieving a greater good by taking into account the overall costs and tsetwethe society, for instance, if
the security of a community is best served by monitoring some dhaltitizens. A deontological approach
will find digital surveillance less acceptable if it interferes with certain rightsddfiduals such as the right
to privacy because the theory looks rather to each entity monitored and its self-valug¢dithe community
as awhole. The type or tools of digital surveillance to be chosen in eacficspase might also be influenced
by whether a consequentialist or deontological justification is appitéd.

The existence of a regime in which every digital interaction of every ciizenllected and stored for real-
time or future intelligence and law enforcement purposes may chill human sektnd greatly affect the
private sphere and family life of individuafé.~d zZ} » § €& ( & E&]vmrkén as awhde, by
allow precise conclusions to be drawn concerning the private lives of éh#ops whose data has been
retained, such as the habits of everyday life, permanent or temporary places démesi, daily or other
movements, the activities carried out, the social relationships of those persons anddia¢ environments
frequented by them.1®® The importance of fighting crime and protecting national security with the af
such pro-active techniques is not denied, however, as seen both in the case law of ECtHR aadt@dEU,
proportionality framework should be established (See sections 3.3.2 and 3.4.2.1)ringqgthat any
interference with the broad notion of privacy be strictly necessary for the desiredfoal.

A recognition of the harms that digital surveillance practices can produgarif@cy in the broad
sense, is vital in the context of the Cyber-Trust project, since the expected use ©fber-Trust prototype
may involve monitoring of communications in public fora in the darlamet the clearnet as well as the use
of publicly available blacklisted IP addresses and deep packet inspesttoriques leading to the profiling
of specific 10T devices for cyber-threat intelligence and attack detection atigation purposes. This is
because individuals may not want to be monitored, even if in a public foruevem if personal information
that can be explicitly linked to them as individuals is not recordedvibhails may, for example, feel
disturbed at the prospect that the police could be alerted to their actions, evémeyf are not engaged in
illegal activity!!® The possibility of being monitored may induce people to behave differentiyen avoid
using apps, devices and services they regularly used before as part of their daily routing ameeffect on
their personal autonomy. In this sense, the existence of digital surveillance systemid ble considered
from the perspective of privacy, even where they do not strictly pose a threat to individivacy in the
narrower *]Jv(}Eu S8]}v o0 ¢« ve X
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3.3 Balancing competing values

3.3.1 Arright to privacy cannot be (and is not) absolute

States and societies have many duties with regards to their citizens and residenitst. ttWéhprotection of
privacy is importantit represents but one of the duties states should try to féiPrivacy is only one of the
values that must be considered by a state. Other values are the security and the need foopiéslidf an
any of those values were to be given an absolutist weight, the result woudnoa-functioning societ}*?

In order to assure security, the state will likely have to adopt measures thaintejere with the privacy

of individuals. The state security structure may have to collect data or conductfatigital surveillance to
prevent terrorism, for example. Individuals may have to restrain certain bebes/that they may have
otherwise wanted to have engaged’ifi.As a result, the state often is called to strike a balance in order to
uphold the rights of all groups in socid¢tythe greatesextent.!'* Various thinkers have considered this issue,
and many have come to the conclusion that it is necessary to interfere imdikiidual prerogatives only
where there is a good reason to do so, and specific balancing exercises and safeguards aré' place.

3.3.2 The proportional nature of interferences with privacy

Whilst it may be apparent to most individuals that the state will sometimes tmugerfere with the rights

of some in order to protect those of others, the question remains as to haghoitild make such a decision
on a caseédy-case basis. One concept that is often given prominence in both ethicatgaldthought is the
notion of * %o E } %0 } (E §'f Pvomo}tio@ality relates to the idea that the rights of some may be infringed if,
in doing so, the aim is to minimise or avoid the harm that would &esed if the infringement had
occurred!!” Such an idea which the proportionality teas seen later in section 3.3.2.1 is based upon, can
help assess where certain actions are necessary or not. For most societieeahbat the harms in terms

of personal autonomy are less than the harm that would be caused by nofatiritiga cyber attek or not
prosecuting the criminals behintl is self-apparentThe notion of proportionality can often be applied to
security measures that may interfere with personal privacy, sincgpécific instances, the measures in
guestion may be proportiondfe

Fa example, perhaps the Cyber-Trust prototype could be used to prevent orameitigrge-scale cyber
attacks which could pose a serious danger for the smooth and safe operétidtiaal infrastructure. In such

a caseharms to personal privacy that might be experienced by some individuals dbe tse of cyberthreat
intelligence acquisition and sharing techniques arsufficient to render the aims behind the sedyri
measures, disproportionat&? In such instances was the state not to act in order to protect the critical
infrastructure and consequently, human life would arguably not be meetinghligations towards its
citizens of providing security and protecting life and property. On therohand, some security measures
may be of questionable natarand disproportionate given the seriousness of the harms to privacyateat
likely to occur, for instance when grave violations of privacy for thgention or mitigation of minor threats

to security or petty criminality occur.

One crucial aspect of the proportionality approach towards conflicting rights aewksts is that it demands
that there must be a justification for the state to interfere with the rights or intere$tsn individual or group

111 Besson, S. (2015), The bearers of human rights” duties and resjitesifor human rights: a quiet (r)evolution?
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in society!? Where such a reason does not exist, mgin a way that harms the rights or freedoms of some,
including their privacy, will not be acceptablEhe need to balance the competing values of privacy and
security in society means that security measures that interfere with individual privacy tcoeptable
unless they are intended to meet a need that is related to proteatibtie rights and interests of others.
Therefore, poportionality goes hand in hand with necessity. Accordingangotwo criteria are in place for
measuring necessiti! the feasibility standard and the awfulness standard. The first occurs when there is
enough proof to support that there is no feasible alternative, the second wheextsting alternatives are
worse than the proposed course of action. Whenever one of those criteria is met,tibe ay be deemed
necessary. Proportionality in a broad sense embraces the necessity and the apgprogesaof a measure,
the “1ogical link between the measure and the aim pursu®édNecessity, on the other hand, impliagact-
based assessment of the selective measure regarding its effectiveness for the olgpectived and of its
intrusiveness compared to other available options for achieving the saméZoal.

Given the harms of digital surveillance, it should, therefore, be avoided if there atace other less harmful
alternatives. If no alternatives are present, or when the alternatives would be more hiarthien
surveillance may be justified. It is remarked that, according to the case law &f3BEU, an interference with
the right to privacy in case of digital surveillance, can be established irrespectivetifer the information
concerned is sensitive or the persons concerned have been inconvenienced in alt§ way.

3.4 Legal approach to privacy

The notion of privacy is present in societies as such, as early as 1361 whenlisie Brggices of the Peace

Act provided for the arrest of peeping toms and eavesdropp@idowever, privacy was first conceptualized
and protected in the ancient Greek and Chinese culture, as a right to solitude. Ngsyagiar 130 countries
worldwide protect privacy at constitutional lev&f In other countries, where privacy is not explicitly
recognized as separate right in the constitution, such as in U.S.A., Ireland and India, the national courts
have affirmed the protection of privacy based on other provisih€oncerning the human rights treaties,

the right to privacy has been more precisely interpreted in the context of tha AICCPR and the Art.8 of

the ECHR, thanks to the case law that was developed around’fiem.

This section follows on from the discussion of privacy in its ethical diorens;i illustrating how the
law recogtises rights to privacy in the broad sense. This will first involve higinliggbrominent sources of
privacy rights in international and European law with a focus first, on the latiermal Covenant on Civil and
Political Rights and second, on the European Convention of Human Rigintstg widespread application
and binding nature for almost all states in Europe. The focus will be ghiftdne applications of such legal
principles to potential instances of digital surveillance and monitpiinthe context of security, public order
and prevention of crime. At the end of this section, these concepts will be discussediighthof the Cyber-
Trust project with the intention of highlighting the fundamental principles that sthda¢ born in mind
throughout the project and in the data protection impact assessment which will bdumed in a next
deliverable.
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3.4.1 Prominent protection for privacy in international treaties
In international human rights law, privacy has always been regarded as a fundamgmtand one of the
foundations for a democratic societs?. The right to privacy can be found in all of the primary international
and regional human rights instruments, including: United Nations Declaratiomoéhi Rights (UDHR) 1948,
ES] o iTWe~dhadll be subjected to arbitrary interference with his privacy, family, home or
correspondence, nor to attacks upon his honand reputation. Everyone has the right to the protection of
the law against such interference or attacks.tZ]oe+S S Z bindimgvdnv/the legal systems of individual
states, it is nonetheless of considerable symbolic importance. It is worthy to methiid during the drafting
of UDHR, the staff working on the right to privacy used the language ofahility. Such strong language is
used only for very special types of rightsNevertheless, in the end, the phrase was dropped since very soon
came the realization that the right to privacy is not an absolute one, as it was discusSection 3.3.1.

The right to privacy is also protected in the International Covenant ore@d/Political Rights (ICCPR)
ibooU &S] o i6W 7~iX E} }v oeriwasy or urgawfuldnterference with his privacy, family,
home or correspondence, nor to unlawful attacks on his honour or reputafiokveryone has the right to
the protection of the law against such interE v} & 3§35 ICECRR sihdatory states are themselves
bound to uphold the standards enhanced in the Covenant. Nevertheless, in comitfasther human rights
instruments, such as ECHR, which provide for a proper judicial body committed to enfaesirgrovisions,
the ICCPR is limited to a monitoring and complaints-handling cdaeenithe Human Rights Committee,
where individuals can launch complaints upon exhaustion of domestic resiegiven that the state party
concerned has signed and ratified the first Optional Protocol to the Covéfiarite views of the Committee
concerning the complaints are not binding under international law, but they carry a speaigitw®d do its
reports and views on relevant matters.

The Human Rights Committee (HRC) in its case law recognizes that the piglady covers further
rights. InCoeriel and Aurik v. The Netherlantfe Committee observes that the right to privacy also protects
the right to A% & ¢ }v [+ ] y¥8]S Ceo(Kertzberg et al. v. Finlanthree members of the
Committeeob» EA $Z § ES] 0 (60 V }u%o ¢ » "3Z E]PZ3S &} BLps(b®E vs Vv
not least, the Committee in its General Comment no.16, supports that the right to plsxgncompasses
another right, that is intimacy*

The discussion in literature and case law is also reflefted§ 2 ((} &S 8§} JvS E% E § §Z §
as provided in Art. 17 ICCPR. Although its meaning has not been authoritatalied in the General
Comments of the Human Rights Committee or its relevant casétquiyacy in legalese has been gengrall
understood as the right to be left in solitude, and in a more concrete sense as fihéorigave control upon
v [+ YAv ]v(} @%84.vIX ICCPR also holds guarantees for a right of intimacy, in termsefysec
of private behaviour, including keeping actions or personal data secrettirerpublic sphere. Furthermore,
it seems to be similar to the provision of Art.8 of the European Convention of Human Rights (EeSpite),
their different wording, by taking into account that practitioners and scholars, wheninde&lith the
normative substance of Art. 17 ICCPR, often refer to the findings of the EuropearoCbBuman Rights

1220 §E}v] &E}VvS] €& &}puv S]}v v (ES] o 0 EE]} 8§ W /vE EE 3]V E} ¥v} SZ
%% 0] 3]}v }( ,uu v Z]PZSe > A 3} luupv] BAEIUIULEA Yoo UES]VP /vE EvV §
V 0GCe]leU A 10380 WEWAAAX}Z ZEXIEPI } pu vSel/oepy «IWEJA XM %NEFX] & E}VSE
130 :1Z vv « D}E+]vIU ~Tiiis dZ hv]A E+ 0 Z& & HEFEPIVvRU v ZJWS v3U W vveCo,
NS ] e ]V ,uu v Z]PZ3eW WZ]o 0%Z] W hv]AX }( W vveCoA v] WE ++X

1Bl hE ''v E 0 ** U OCU K%3]}v o WE}S} JA EZv/VABY $]}W)n]3] 0 Z]PZ3.U
i6ooU hv]s E §]}veU dE 3C » E] *U A}oX 680U %X i6iX

132 Coeriel et al. v. The Netherlands, Communication No. 453/1991, U.N. Doc. CCPR/C/52/D/45304P1 (1

133 Leo Hertzberg et al. v. Finland, Communication No. 61/1979, U.N. Doc. CCPR/C/OP/1 at 124 (1985).

134 UN Human Rights Committee (HRGRR General Comment No. 16: Article 17 (Right to Privacy), The Right to Respect

of Privacy, Family, Home and Correspondence, and Protection of Honour andtiRepd April 1988.
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(ECtHR)?® Mutatis mutandis the European Convention on Human Rights (ECHR) in many circumstances
reflects the principles and ideas encompassed in the ICCPR since its drafting was basedrtyndaaft of
the Covenant®

3.4.2 Privacy at the European Level

dZ PE}% Vv hv]}v[e Z ES E }( 8Z &UV u VS 0 Z]PZsterthe®dactéhf Z v3§
of the Lisbon Treaty explicitly recognizes a fundamental right to privacyicte A under the notionrespect

(}JE % EJA & v, (3u3pPW]® A EC}v Z + 8Z E]PZS 3} E % 15Q}1@ (2. }
home and cawupv] §]}veX  da&f this Pticle is however restricted to the activities of European
Institutions and the implementation of EU law. The application in the field of criminal law iskblystd be

oJul]8 PJA v §Z 8§ §Z h[e }u%eatingvto national Arimidal justice related practices is
respectively limited.

The European Convention on Human Rights E§Civen its widespread application worldwide as well as in

the EU Member States, seems to be of more relevance. Furthermore, the rulings of the Europeanf C

Human Rights (ECtHR) are binding upon the legal systems of the Member*Stade®g the power to give

rise not only to the possibility for damages or other reparations fowviddal complainants but also setting
precedents for future interpretation of national law.

Article 8 of the ECHR

1. Everyone has the right to respect for his private and family life, his home and his correspondence.
2. There shall be no interference by a public authority with the exercise of thiexiggyt such as is in
accordance with the law and is necessary in a democratic society in the interests of regmnél, public
safety or the economic well-being of the country, for the prevention of disorder or crime, for thetiproof
health or morals, or for the protection of the rights and freedoms of others.

3.4.2.1 Security, surveillance and privacy in the ECtHR case law

Article 8 ECHR has been interpreted by the court in several cases related to botrinve *]v(} Eu S]}v o_
concept of privacy as well as in cases in the broader privacy sense. It becomess dbaiothe right to

respect for private life is granted to all individuals within the jurisdiction 8fade Party, regardless of their
nationality or place of residence. The ECtHRatta v. ltaly(}uv 8Z § }v E&v]vP &S8] o 6 }( -
o]( _ Jv o < % Ee}Vv[e % ZC ] tegrityas %et @s hiaprelopmeht of their personality,

without outside interferencé?! In Peck v. the United Kingdorie Court identified 2* €]PZS §} ] vS§]SC
% Ee}v O A 0}%u v3_« Aestablish rela@onBps &ith human beings and the outside

world 142

With regards to surveillance systems, the ECtHR has, for example, staté¢f tiiatere are a number of
elements relevantto  }ve] & $]}v }( AZ 8Z E % Ee}v[e % E]JA & o]( ] }v d
Juse] % Ee}v[e @hte pled@isds Since there are occasions when people knowingly or
intentionally involve themselves in activities which are or may be recbode@eported in a public manner, a

% Ee}v[e & <}v o0 E% 5 5]}ve « 3} % E]A Bhot Gecessarily]ondl(piveySU 0
factor. € YRrivate-life considerations may arise, however, once any systematic or permanerd cecoes

into existence of such material from the public domain. It is for this reason featdathered by security

138 Georgieva, |. (2015), The Right to Privacy undertfif@reign surveillance under the NSA and the GCHQ and its
compatibility with Art. 17 ICCPR and Art. 8 ECHR, in: Utrecht Journal of International and ELeypéedal.31(80).
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140 Abdelgawad, E.L. (2009), The Execution of the Judgments of theeBnr6purt of Human Rights: Towards a Non-
coercive and Participatory Model of Accountability, ZabRV 69 (200950H.1-

141 Botta v Italy, App. no. 21439/9, ECtHR, judgment on merits, Reports 1998-1, 24 February 1998.
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143Nash, S. (2002), Balancing Convention Rights: P.G. and J.H. v United Kingiderimternational Journal of Evidence

& Proof, Vol 6, Issue 2, pp. 12329.
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services on a particular individual fall within the scope of Article 8, even wheriafirmation has not been
gathered by any intrusive or covert methotf?

The Court, therefore, accepts that in general, surveillance systems in public ptadeding the internet,
are capable of engaging individual rights under Article 8 ECHR. The %03+ }( "% EJA § o]( .
o E E -+ %o} Vvinalude telephony and telecommunications dataThe case law of the ECtHR specifies
that the scope of protection of this fundamental right covers not only ¢baetent of communications but
also "SE ((] §  JEMNaEald vP P u wam automatically be equated to violations of
Article 8. According to Article 8(2) ECHR, interference by a public authorityheitxercise of the right to
respect for private life may only be accepted if such restriction:

X is in accordance with the law, which must have foreseeable consequences and belgeneral
accessible and;

X is necessarin a democratic society in the interests of national security, public safetiyeo
economic well-being of the country, for the prevention of disorder or crimethe
protection of health or morals, or for the protection of the rights and freedornstbers.

Exceptions to rights guaranteed by the Convention are to be narrowly interptétdthus, an interference
may be necessary if it constitutes the response to a pressing social npeapadstionate to the aim pursued
and if the reasons put forward by the public authority to justify it are relé\aand sufficientt*® In the EU
context, the Court of Justice of the European Union (CJEU) has also stated tha, ifderference to be
proportionate, it has to be demonstrated that other less intrusive methods were not al@italwould not
have the same desirable resulfS.In the case of national security, the ECtHR has noted that arrangements
governing the foreseeability requirement may differ from those in other aredghat the law must at all
events state under which circumstances and subject to what conditions the state mgiyooagecret, and
thus potentially dangerous interference within the exercise of the right to respect foatpriife 1°° The
nature of the points raised here indicates the contextual nature of the decision that @ made on
particular surveillance practices on a cdsecase basis. When the interferences take placa secret or
another covert manner, due to the fact that the affected persons are unaware of the measyres antl do n
have the possibility to challenge very well-developed safeguards must be put in place in conjunctitn wi
very strict standard$>*

In accordance with Article 8 ECHR, the European Court of Human Rightsad émtilke security
into account asa legitimate interest in the sense of national security, public safety or tiexgntion of
disorder or crime. The ECtHR case law seems to prioritise a proportionality test when discussingpdvacy
security. According to this test, courts have to choose between two or roondicting rights and interests
and set up a balance. The proportionality test includes four sub-tésts.

44 A W Z}8 Ep AX Z}u v] €' sU v}IX T0i6ildAU ' 8irddu ,Z TilirseX

145 Article 29 Working Party, Working Document on surveillance of electroniencaimations for intelligence and
national security purposes, 5 December 2014, 14/EN WP 228, p.16.

146 |oideain, N.N. (2015), EU Law and Mass Internet Metadata Surveillatihe Rost-Snowden Era in: Media and
Communication, 2015, Volume 3, Issue 2, pp. 53-62, p.55.

147 See: ECtHR, Klass and others v. Germany, 6 September 1978, para. 4%0; Seathl Initiative for Human Rights v.
Serbia,2 5 June 2013, §824-26, which confirms that also intelligenceiegdrave to comply with fundamental rights
and national laws.

1483, ad Marper v. United Kingdom, Applications nos. 30562/04 and 30566/04, CouncilapfeE European Court of
Human Rights, 4 December 2008. The Court specified that the blanket and indiatzinetention of sensitive data of
the applicants, as persons whadhbeen suspected, but not convicted, was not justified under Article2808 the
Convention.

149 See CJEU, Joined Cases C-92/09 and C- 93/09, Volker und Markus SdRexric: Keirtmut Eifert v Land Hessen, 9
November 2010, par&1.
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151 Council of Europe, Guide on Article 8 of the European Convemtibtuman Rights - Right to respeat private and
family life, home and correspondence, updated on 31 August 2018, p.37.

152 Friedewald, M. J. [ed.] et al. (2017), pp. 158-
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During the first sub-test, a purpose can justify the limitation of a &mdntal right if it is considered
legitimate in a democratic society® Protecting human rights and, to a certain extent, satisfying public
interests - in this case, the public interest of security - can be asariegitimate aim in a democracy. The
second sub-test is to determine whether the limitation of the fundamentditrigpncernedt in case a
legitimate aim was found in the first sub-tesis suitable for realising the aim pursu®din the third sub-
test, after having established the legitimacy of the aim and the suitability ofthigation, the necessity of
the limitation is examined, in other words, whether the limitation applies the less restrictive nieander

to achieve the legitimate airtt®> The fourth and final sub-test, the proportionality téststricto sensuequires
balancing between the two values under examination: on the one h#re,aim of the limitation (for
instance, preventing a cybercrime, therefore ensuring security) and, on the other hand, thedlimite
fundamental right (the right to privacyj® The limitation of a fundamental right is justified only if a proper
relation between the benefit gained and the harm caused is established after carefulnatamiof all
specific aspects.

For instance, in January 2016, the European Court of Human Rights (E€iv¢iRdla judgment in the case
of Szabo and Vissy v. Hungare ECtHR concluded in its ruling that broad secret surveillance conducted by
the Hungarian Anti-Terrorism Task Force, as part of the police force, on the basis of then#ieterrorism
domestic legislation, had violated Article 8 ECHR on the following grotiittie: scope of the surveillance
practices® }puo ]v op A]E 3 pthe a@hons@tjon order was not issued by a judicial authority; no
assessment of strict necessity took place; the vastness of data intercepted affecteohg outside thede
lawopeof the operations, andno mechanisms for effective judicial oversight were put in place.

By contrast, in a more recent judgment @entrum For Rattvisa v. Swedenl®nJune 20188 the Court held
that legislation allowing the mass interception of electronic signals in Swedeforfeign intelligence
purposes did not violate Article 8 ECHR. It held that despite a system of sawegtllance and monitoring
that potentially indiscriminately affected all users of mobile telephones andnteenet, without them being
notified, overall the Swedish system of bulk interception provided sufficient guarante@ssagrbitrariness
and the risk omisuse In particular, the Court took into account whether the scope of the measures and the
handling of intercepted data were defined in law; whether the measures were onlyipednin a strictly
specified area, i.e. communications crossing the Swedish border; the retdirtierof data, which was no
longer than 6 months; whether the authorisation for interception was giveralopurt order; whether
independent oversight and review mechanisms as well as complaint and notificagohanisms were in
place.

The Court also considere®lz ~3 § [+ ]+ E 3]}v EC %}A E+ |v % E}S S]vP v §
given the threats of global terrorism and serious cross-border crime, followinlpdfie also present in the
judgment on theKlass and others v. Germaty where it concluded that the existence of legislation that
permits secret surveillance over the mail, post and telecommunications was, under exe@nditions,
necessary in a democratic society in the interests of national security aral/tind prevention of disorder
or crime.

3.4.2.2 General privacy approachdsey points for the Cyber-Trust project

The proposed Cyber-Trugtototype represents a technology that will be used for cyberthreat intelligence
gathering and sharing purposes, with the aim to contribute to information meivork security, while
eliminating the number of cyberthreats, by deploying detection and mitigatanls. As such, the Cyber-
Trust prototype will use monitoring and filtering techniques in the contexintélligence gathering and

153 |pid.

154 |bid.

155 |bid.

156 |bid.

7 ECtHR, Judgment (Merits and Just Satisfaction) of 12 October 2016, SzakesandHitingary, appl. no. 37138/14
para 89.

158 ECtHR, judgment of 19 June 2018, Centrum For Rattvisa v Sweden, appl. no. 35252/08.

159 Klass and others v Federal Republic of Germany, European CourhahtRights (Series A, NO 28) (1979-80) 2 EHRR
214, 6 September 1978.
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attack detection, which could amount to digital surveillance with the pt#trto affect the privacy of
individuals. Such intrusions in privacy could occur whenever digital sangeiltakes place in the public
*%Z & U e oy _ %M 0] &E < }Ethough the privégy intsugiorowould be of a much
graver nature in the last case). However, such intrusions in privacy may not ndgessastitute privacy
violations, since the context in question should be taken into consideration.

Article 8 ECHR recaoges that measures may be necessary and proportional to address crime and establish
public order, by offering a qualification to its general protectioter aliafor crime-preventive measures. As
discussed earlier, this does not mean that the mere fact that where a Cyber-Trust prototype is asgel in
to detect or prevent crime, its use will automatically be legal. This is becauses¢hefisuch a tool in a
particular context would have to meet the conditions of proporadity and necessity, as well as to take into
account and comply with the specific national law in egade since police and justice matters are regulated
by the domestic law of the Member Stat&s.

The competing notions of privacy and security are obviously relevant in thextooftehe Cyber-Trust
project, because by its very nature, it poses a risk to privacy, whethebéhis the narrow informational
sense or the broader sense. Thus, it is important to discern if, where and how Cyber-Trostkei use of
information that could lead to the identification of an individual. Wherever it does, itldvba necessary to
comply with the relevant data protection frameworks, as described in Part B. It ertemp however to
recognize that privacy does not only relate to information concernisgexific individual but can also be
thought of on a broader sense.

Such potential interferences with personal privacy are not always unacceptable. For instance, potential uses
in incidences relating to cybercrime and cybersecurity for which Cybet-§rintended, depending on the
level of intrusion of privacy that occurs, may be acceptable in specific contexitsofdept of proportionality
provides a way of judging when such interferences may be acceptable. In terms bfgogsiference with
privacy, imagine the difference between an interception system that scrapes ativthitable data on an
internet platform and a digital surveillance system that is only activaieddstain incidents that are more
likely to correlate to criminal activity. Imagine also the aim of treasures in question. Are they intended
to tackle serious crime (e.g. cybattacks on critical infrastructure) or are they intended to tackle petty
criminality, as well (small scale cyberthreats with minor or uncertain impact)?

On that note, Cybr-Trust as a research project is able to make a difference to the quedtomortionality,
and therefore legality, by making the design of the tool in questiort s E ] (AE ]Cv as @ossible. Doing
so, for instance by designing the tool in a way that is able to detect and recoriiyeitiat is highly likely to
be of criminal nature, the chances are higher that the use of the tool in a particular circumsialhte
deemed as being proportional. Police, prosecutors and investigativegudil consider the proportionality
guestion when deciding upon requests to deploy the toMloreover, a failure to engage privacy
enhancement tools could have asresult that the Cyber-Trust prototypis used only in the gravest of
contexts and would reduce both its appeal and potential uptake by end-usershwahé not competent
authorities or law enforcement agencies.

For instance, when designing the web cram&rit is crucial for the Cyber-Trust partners to keep in mind
that the usage of such a prototype by its end-users should demonstrate complidgitciine notions of data
protection by design and by default by a) conducting prior data protedtigmact assessments, b) hagin
policies in place that clarify the legal grounds for using the tool, in @@bipn with their Data Protection
Officers, wherever necessary and c) having internal and external oversight mechanisms, including in seeking
appropriate authorisation®? This means that the crawler that is intended to be used in Cyber-Trust is
recommended to be coded in a manner that would reduce the possibility fotemtional problems on
websites®® Similar thoughts will be addressed in section 7.3, relevant to the use of Blockeblaimlogies
for the storage of electronic evidence and other special issues.

160 Quinn, P. (2016), D2.1 Report on the Data Protection, Privacy, Ethical and Qramingtamework Deliverable,
FORENSOR.

161 Zouave, E. (2017), Law Enforcement Webcrawling: Lawfulness by Desigy Rafault, DANTE project, KU Leuven
CiTiP.
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Part Bt Data Protection

4. Data Protectiont The European Legal Framework applicable to Cyber-

Trust

Section 4 will explore the potential impact of European data protection law on the Cyber-Twjestt pwith
emphasis on the EU law and the law by the Council of Europe (CoE). Sinceirtdkeaf Cyber-Trust, there
is a possibility that personal data may be processiath protection law will be most relevant with respect
to cyber-threat intelligence gathering and sharing, attack detection and mitig&ichniques, as well as loT
device profiling and storage of evidence in blockchain, for example, i€dhducted research involves
individuals that can be identified.

The right to respect for private life and the right to personal data protectiorckrgely related, but
distinct; closely related, because both are set to protect the autonomy as well as thanhdignity of
individuals and constitutea prerequisite for the exercise of other fundamental freedoms, such as the
freedom of expression; distinct, because data protection is conceptually different from the yprivac
approacht®* The difference is detected both in their formulation and in their scope. T td privacy can
be seen as a general prohibition on interference, subject to some public intenestraints, whilst personal
protection is considered a modern legal norm, ensuring an active rightitogiiupon a set of balancing
checks, rules and principles that must be adhered to in all cases of data prod€s3ing.right to privacy
presupposes that a private interest, or more specifically the private life of the indivitaslbeen
compromised, and the relevant assessment depending on the particular facts and conexth afase does
not justify any such interference. To the contrary, any operation involving theepsing of personal data of
all kinds could fall under the scope of data protection rules, irrespective dfithact of such operation on
privacy, as already discussed in sessi@r22.

The personal data protection approach is structured upon two pillars: the progassist comply a.
with the independent supervision requirement and b. with respect for the data subject’s rigttactnEU
Member State, compliance with the right to data protection is subject to contyolab independent
authority 1€ Failure to comply with the laid rules and principles could giveaisgal action against the data
controller t as described next - and the possibility of damages for the affected data subjects.

4.1.1 Définition of personal data
Under EU law as well as under CoE law, information contains personal data, if:
{ anindividal®’is identified or identifiable by this information; or
{ an individual, while not identified can be singled out by this informatioa imay which makes it
possible to find out who this individual is by conducting further research.

Personal data include any kind of information, related both to matters ofpttieate - including
professional sphere - and public life of the individual. Both direct andeictdidentifiability require
continuous assessmetft® The Recital 26 of the GDPR introduces a bgsmsse approach and reads: [to]
‘ascertain whether means are reasonably likely to be used to identify the natural person, account should be
taken of all objective factors, such as the cost of and the amount of timereshjtor identification, taking
into consideration the available technology at the time of the procesaitthtechnological developments
Identifiability is understood in a similar way under CoEfaw.

In accordance with both the EU and CoE law, "data processing” means any opeeattomed on personal
data, such as collection, recording, organisation, structuring, storage, adaptatiateaation, retrieval,

164 European Union Agency for Fundamental Rights (FRA) and Council of Eto&f)eHandbook on European Data
Protection Law, 2018 edition, p.18. (hereinafter, Handbook on European Data Protection Law (2018)).

165 de Hert, P. and Gutwirth, S. (2009

166 Handbook on European Data Protection Law (2018).
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168 Handbook on European Data Protection Law (2018).
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consultation, use, disclosure by transmission, dissemination or otherwise makaitable, alignment or
combination, restriction, erasure or destruction (plus, preservation in the Convedfd8+). Data about a
deceased person or information about legal entities or public authorities iparsbnal datd’® The Directive
2016/680 highlights the distinction among different categories of datgestb (suspects, convicted persons
victims, witnesss), as something that has to be taken into consideration by the national legidlator.

Anindividual ¢ ~] vsS](] _ }@&E *]if yod tah distinguish them from other individuals. For
instance, a name is usually used for identification purposes. However, thdismaritext would always
determine whether any potential identifier leads to the identification of an irthliad. Often a combination
of identifiers might be needed to identify an individual. The GDPR proviu@s-exhaustive list of identifiers,
including: a. name;.bdentification number; clocation data; and d. an online identifier.

42 The }uv Jo I HE}% [+ & % E}S 3]}V %% E} Z
In 1950, the CoE adopted the European Convention on Human Rights (ECHR), venézhiett force in
1953. The right to data protection is indirectly part of the non-absotights enshrined in Article 8 of the
ECHR, namely the right to respect one’s private and family life, home and correspondemteirvthin,
correspond to both positive and negative obligations of the Contracting Parties. To ensure that the Parti
observe those obligations, the European Court of Human Rights (ECtHR) was establi®h8d $ince then,

the ECtHR has examined and decided upon many cases involving data protection issues.

The Convention for the protection of individuals with regards to the automatic progesspersonal
data (Convention 108) was opened for signature in 1981. The Convention applahk théprivate and the
public sector (Article 3(1)), including judiciary and law enforcement matters, unlessaen state opt-outs
(Article 3(2)). As of 2018, 51 countries are parties to Convention 1fi8hwemains the only legally binding
international document in the data protection field. All EU Member States havieedathe Convention 108,
which recently underwent a significant modernisation process (Convention) EHd®l was completed with
the adoption of the Protocol CETS No. 2230ver the years, several non-legally binding recommendations
(eg. the Police Recommendation) have been adopted by the CoE’s Comnfittdaisters. Although
Convention 108 is not subject to the judicial supervision of the ECtHR, tivéppes enshrined it have been
repeatedly taken into consideration in its case law. The modernisation process @bthvention 108, carried
out in parallel with the EU data protection legislative reform, aimed to ensure consistencgdretive two
legal frameworks’®

43 dzZ upE}% Vv hta]greteetion approach

dz h[e § % E}S S]}v %o % B that iZ bindidg inSall Member States of the EU. The
principles and rules it introduces are capable of giving rise to both legafibyceable obligations for data
controllers/processors, and rights for the data subjects concerned. EU rules concgaténgrotection are
found both in primary law in the form of general principles and commaiits that often comprise the legal
basis for more precise legislative and judicial initiatives, and in secondary law, in theffomoneoelaborate
binding rules applicable in a wide range of situations.

4.3.1 Fundamental commitments in primary law

The entry into force of the Lisbon Treaty in 2009, amending the Tredhe duropean Union (hereinafter,
TEU) and the Treaty of the Functioning of the European Union (hereinafter, TFEU)|east@nmifor the
development of the data protection law in EU for two reas8i€n the one hand, the Lisbon Treaty elevated
the 2000 Charter of the Fundamental Rights of the European Union (CFR) at the level of lasimargking

1701bid.
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172 Council of Europe, Protocol amending the Convention for the Protectiondofidmals with regard to Automatic
Processing of Personal Data, Treaty Series-No. [223], Strasbourg, 10.10.2018.

173 Handbook on European data protection law (2018).
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its provisions binding for the EU institutions and bodies as well athéoMember States, whenever they
implement EU law (Article 51 CFR). The Charter provides for two separate fundangnsalthie right to
private and family life (Article 7 CFR) and the right to the protection of persaal(drticle 8 CFR), as it
reads below:

Article 8 CFR

1. Everyone has the right to the protection of personal data concerning him or her.

2. Such data must be processed fairly for specified purposes and on thefbdm consent of the person
concerned or some other legitimate basis laid down by law. Everyone has the right of actzasatbich
has been collected concerning him or her, and the right to have it rectified.

3. Compliance with these rules shall be subject to control by an independent authority.

On the other hand, the Lisbon Treaty provided for the right to the proteatiopersonal data. Article 16 of
the TFEU introduces the right explicitly and creates a new independent legal bagise fadoption of
comprehensive EU data protection legislatidhArticle 39 of the TEU also refers to the processing of
personal data by the Member States.

4.3.2 Data protection in secondary law

Legal declarations such as those above represent general requirements and principlespliyainae
interpretation and application of European Union law. Of more practical impoeiaare the specific
legislative initiatives that EU has taken with regard to data protection. From w@885May 2018, the
principal EU legal instrument was the Directive 95/46/EC of the European Parliangbtite Council of 24
October 1995 on the protection of individuals with regards to the procgssipersonal data and on the free
movement of such data (Data Protection Direc}i¥/€ Until recently, these initiatives have generally taken
the form of Directives which have been transposed into national law, giving $pasome variation along
national lines. However, with the adoption of the General Data Protection Regul@&dRR), this approach
is being overtakerby an effort to harmonise Member States law with the adoption of appropriate
Regulations. The most important of these legislative initiatives are:

4.3.2.1 Regulation 2016/679Gereral Data Protection Regulation)

The full name of this legislation is Regulation 2016/679 on the priotectf natural persons with regard to
the processing of personal data and on the free movement of such data and repealing Directi&##&03t

is otherwise known as the General Data Protection Regulation and replaces the pnegoue of European
data protection law embodied in Directive 95/46/EC. As a Regulation, it takes ih the Member States
directly. Nevertheless, Member States can opt for derogations with regard to speciisiprs. The GDPR
primarily addresses Article 8 of the CFR.

4.3.2.2 Directive 2016/680 (Police and Criminal Justice Data Protection Directive)

Part of the EU data protection reform package along with the GDPR, the full nathis ¢dgislation is
Directive (EU) 2016/680 of the European Parliament and of the Council of 22@@ibn the protection of
natural persons with regard to the processing of personal data by competent authoritidgefpurposes of

the prevention, investigation, detection or prosecution of criminal offencesherexecution of criminal
penalties, and on the free movement of such data, and repealing Council Framework Decision
2008/977/JHA It aimsto % E}S § ]v ]A] u dath WaedEhd latter is being processed by police

175 |bid.

176 European Union, Directive 95/46/EC of the European Parliament and Gfdimecil on the Protection of Individuals
with Regard to the Processing of Personal Data and on the Free Movement of $aick4D@ctober 1995.

" Handbook on European Data Protection law (2018).

178 Directive (EU) 2016/680 of the European Parliament and of the Council of 27 April 2016ppotéwtion of natural
persons with regard to the processing of personal data by competentostis for the purposes of the prevention,
investigation, detection or prosecution of criminal offences or tlxeaation of criminal penalties, and on the free
movement of such data, and repealing Council Framework Decision 2008/977/JHA.
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and criminal justice authorities and improve the mechanisms of cooperatidnei fight against terrorism
and cross-border crime in the BU.

Cross-border cooperation particularly in combatting cross-border clisnaglso regulated by the Prim
Decision (Council Decision 2008/615/JA)and the Swedish Initiative (Framework Decision
2006/960/JHA¥L. Member States were invited to adopt and publish, by 6 May 2018, theraesssary to
comply with this Directive, but the process is still ongdffig.

4.3.2.3 Directive on privacy and e-communications (e-Privacy Directive)

The full name of this legislation is Directive 2002/58/EC of the European Rartiamd the Council of 12
July 2002 concerning the processing of personal data and the protectiomivaicy in the electronic
communications secto®® The Regulatory Framework for Electronic Communications, which the e-Privacy
Directive belonggo, applies to providers of electronic communications networks and servidese

% E ]e oCU JE JvP 8§} ESX iU 3td thepcessidy of perSarib ddta irocornection
with the provision of publicly available electronic communications servigepublic communications
networks in the Community.Consequently,only services consisting wholly or mainly in the conveyance of
signalst as opposed to, e.g. the provision of content or other value-added senacesvithin the scope of
the Directive'® The latter is not applicabl® issues of law enforcement and criminal prosecution. It was
adopted in 2002 and amended in 2006 and 2009.

Nevertheless, in January 2017, the Commission adopted a new proposan fa-Privacy
Regulation® to replace the old Directive and enforce a unified approach across every Mestdterand
type of data controllet®® The proposed Regulation aims to address Article 7 of the CFR and wdakd be
specialisto the GDPR, tailoring data protection rules to electronic communiestiincludig explicitly
electronic communications content and metadata.A brief look at the critical aspects of the proposed
Regulation, as follow$8 fines and sanctions would be in line with GDPR relevant provisiongyraisosed
to have extra-territorial effect; extends from traditional telecommunicatiervice prf A] Ee+ $}W ~]« "}A G
§ } %service providers; (i) M2M communications (i.e. l0oT technology), @ngdréibably all services with an
electronic communications element; rules on direct marketing and useookies and other tracking
technologies would apply to all marketers and websites, whedsasot-track and anti-cookie wall policies
would enter into force, requiring consent with few limited exceptions, for eXanigr security updates or
audience measurement on websit&8.

17 Handbook on European data protection law (2018).

180 Council Decision 2008/615/JHA of 23 June 2008 on the stepping up ofbordss-cooperation, particularly in
combating terrorism and cross-border crime, OJ L 210, 6.8.20081p. 1

181 Council Framework Decision 2006/960/JHA of 18 December 2006 on simplifyiegctienge of information and
intelligence between law enforcement authorities of the Member Statéthe European Union, OJ L 386, 29.12.2006,

p. 89t100.

182 Handbook on European data protection law (2018).

183 European Union, Directive 2002/58/EC of the European Parliament d@he Gbuncil of 12 July 2002 concerning the
processing of personal data and the protection of privacy in the eleictrmommunications sector (Directive on privacy

and electronic communications), 2000/0189/COD.

184 HE}I% Vv juu]ee]}vU ' Juupv] 8]}veU E SAJEWEM € ZMEO}IP|QUU oo ooy
SE Ve%o}e]3]1IvU (( 3]JA V ee v  lu%}s] 1033 % ERZ SPVUIEERU0 $]}vU JP]S o P\
TiiAX

185 Proposal for a REGULATION OF THE EUROPEAN PARLIAMENT AND OF THE COUbIGHE cespechifor

private life and the protection of personal data in electronic cammmations and repealing Directive 2002/58/EC
(Regulation on Privacy and Electronic Communications) COM/2017/010 final - 2017/03 (COD).

186 Kuner, C. (2007), European Data Protection Law: Corporate Compliance and Regulation, Semond & UK.

187 Statement of the EDPB on the revision of the ePrivacy Regulation amgétst on the protection of individuals with

regard to the privacy and confidentiality of their communications, 28 May 2018.

18 /1 X

189 A8 § uvs }( 8z W }v 8Z E Ale]}v }( 3Z (W E(% G EvPyD %pIE}S S]1Iv }( 1v ]4
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4.3.2.4 Invalid Directive 2006/24/EC (Data Retention Directive)

Directive 2002/58/EC was amended by the Directive 2006/24¥EThis latter directive, also referred to as
Data Retention Directive, does not contain directly rules applicable to eldéctavidence. Nevertheless, it
obliged telecommunication service providers to store certain traffic data for a peficik to twenty-four
months for the purpose of making them available on demand of prosmt@ithorities. However, in 2014

in the case of Digital Rights Ireland, the CJEU declared the Directive éxvalietsince it interfered with the
fundamental rights to respect for private life and protection of personal data and exceeded trsedintiie
principle of proportionality as provided for in the Chart&rNational legislations still need to be amended,
however only regarding aspects that became contrary to EU law after the judgement. In other werds, th
fact that the Directive was declared invalid does not affect the abtiitthe Member States under the e-
Privacy Directive (2002/58/EC) to continue requesting retention of tata.

Some general observations with regards to case law in the matter are deemed necksta\case ol ele2
Sverig¢ andHome Secretary v. Watst# the court concluded that the Member States adulot impose a
general obligation on providers of electronic telecommunications serwice=ain data. Nevertheless, it did
not proceed to ban data retention altogether eith&ata retention is in compliance with EU law if it satisfies
two specific conditions: a. it is deployed against specific targets o $iyious crime and b. the measures
are necessary and proportionate with regards to the categories of data, the means of cacatiam
impacted, the persons concerned and the duration of retentitzurthermore, state authorities can access
the retained data only under certain conditions and data protection safeguétrds.

In the case oBreyet®®, the Courtheld that Internet Protocol addresses may constitute personal détee
individual concerned can be identified, even where a third party must obtain addititatalfirst. The CJEU
also concluded that data retention is allowed based on the legitimate interest of ¢iesite operators for
retaining and using their visitofs %0 € }v ¥ This dXcision is of major significance since it entails that
online media service providersmay A(Ho0C *S}E 3Z JE A]*]3}E[ % E+}v o & 35} %
rather than just for the purposes previously outlined in thedilityData Retention Directive, broadening this
way the grounds justifying data retentidff

Member States seem to be reluctant adopting new legislation for data retention, takiogccount the
requirements and safeguards th&Z : hdgse law has laid out. However, a brief overview of the current
state of the relevant legislation in the Member States of interest for the partnel@adsibelow.

i. Cyprus

Although the Directive was invalidated by CJEU, the Law 183(1)/2007 which transpiséte domestic
legislation is still valid. The national law is rooted from the constituéind includes specific safeguards for
the protection of privacy; for example, communication data are releasdfolfowing a court order. In 2014
a case was filed with the country’s Supreme Court attenggitiruse the CJEU ruling to overturn convictions
in cases where critical evidence was collected via mass storage of personal dadaeHade Supreme Court
found that the law complied with the European Convention on Human Rights and thatedetaion is a

190 Directive 2006/24/EC of the European Parliament and of the Council of 15 Ka@fhon the retention of data
generated or processed in connection with the provision of pybéghilable electronic communications services or of
public communications networks and amending Directive 2002/58/EC, OJ L 105, 13.4.532363p

191 CJEU, Digital Rights Ireland Ltd v Minister for CommunicationspeManid Natural Resources and Others and
Karntner Landesregierung and Others, Judgment of the Court (Grand Chadolieg)] Cases C-293/12 and C-594/12,
8 April 2014.

192 HE}% Vv juu]ee]}VED wIUC ol Yp eS]}vew § Z 5 v3]lvU @& o @eU IW %o
Z3S%oWIlI HE}% X PIE %o] |%iEr TG E VXK ZSUlE DKre W 10X106XT1106X

193 CJEUTele2 Sverig@Bv Post- och telestyrelsen and Secretary of State for the Home Departinfem Watson and
Others, Judgment of the Court (Grand Chamber) of 21 December 2016, Joined Ca3H5@fRDC-698/15.

194 ERA, Fundamental Rights Report 2017.

195 |bid.

19 CJEU, Patrick Breyer v Bundesrepublik Deutschland, Judgment in Case C-58&fildoling, 19 October 2016.

197 FRA, Fundamental Rights Report 2017.

198 |bid.
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proportionate measure for combating crint&. The government, moreover, proposed draft legislation to the
parliament that obliges telecom companies to register the users of prepaid cards.

ii. Greece

In Greece, Ad 3917/2011 implemented Directive 2006/24/EC (Data Retention Directiag)d
notwithstanding the fact that CJEU invalidated the Data Retention Directivstilt is force. The Ministry of
Justice, however, has formed a Special Legislative Committee for the sgiopoof annulment or
amendment of the national law in order to comply with the CIJEU JudgtffeAtbeit, at the moment,
communications and Internet Service Providers are elblagcording to Act 3917/2011, to retain the content
of communications; retain the traffic and location data within the premises ofGineek territory for 12
months. The LEAs may access the data under the conditions and requirements of Act 2ae5&bhal
security reasons and for investigation or prosecution of particularly serious crimése execution ofa
judicial order.

Except for Act 3917/2011, there is a number of other Laws and Acts, covegirgstie of data retention. Act
2225/1994 provides the legal requirements and the judicial procedure for the lawkrcaption of the
content of communications and access to communications data; Act 3QQ@3/2rovides the legal framework
relating to the constitution, the operation and the functions of the independent adstrimtive authority
A.D.A.E. monitoring the protection of confidentiality of communicationsc@dare of lawful interception
and access to communications data and application of the Data Retention Directive; the Presidiecrie
aoltiin pv & SZ S]3o0, teewidal ang @rganisational guarantees for ensuring lawful
Jvd E %035]}vs fdéstkE Yeéchnical and organisational measures for lawful interception and access to
data; Act 3471/2006 implemented Directive 2002/58/EC (e-Privacy Dirgotide Act 3674/2008 refers to
the security of thewW (E } A ser@tps and their obligations; Act 3783/2009 refers to the traceability oflmob
phone users and ban of anonymity of prepaid SIM card-users; Act 4070/2012 amended the afaraatknti
Act 3471/2006, implemented Directives 2002/18/, 2002/20/5C, 2002/21/5C, 2002/22/3C and 2002/778
as amended by the Directives 2009/136/EC and 2009/8204nd provided the legal framework for the
constitution, operation and functioning( $Z E S]}v o Z Ppupo $} @dpic Tedechdiunication
and Post CommissionX

iil. Italy
See sectio®.3.2, concerning the transposition of the Directive 2016/680 in the national law.

iv. Luxembourg

In Luxembourg, the government introduced Bill No. 6763 in 2015, which atbadiata retention rules in
line with the case of Digital Rights Ireland and limits the possibilities ofrdtgation to the grounds listed
explicitly in the bill, restricting the retention period to 6 montis.

V. The Netherlands

Under the Dutch law implementing the Data Retention Directive, telephone compaeiesrequired to
store information about all phone calls for one year, whilst Internet SerPic®/iders had to store
JV(}Eu S]}v }v SZ JE& o] vSe[ ]JvS Ev The lelecohmunidations: PaaZ (Rétention
Obligation) Act was declared inoperative in 2015. The court was of theoopihat under the Act, the
violation of privacy was not limited to what is strictly necessary, aedutigment concluded that scrapping

199 Cyprus / Supreme Court / Joint cases 216/14 and 36/2015, available at: héiffopa.eu/en/caselaw-
reference/cyprus-supreme-court-joint-cases-21614-and-362015 [Accessed: 05.08.2018
200 gz Jv(}Eu 3]}v Ao o ]Jv VvPo]*Z MAXP @& (I&}AWPZSUPWEIIAu%}v vEIITI]S uld
S rE S v3]}vrvr 3§ rPeSZ}3 BSIBYEIV] r Juupv] S]Iverd (%3 E0h EGARA [Bero r
0 SE}IVv] r Juupv] 8]}vere EA] or Ju% HonSres¥% EA]FECI]A r p3Z}E]S] - €
10X16XT1i6X
201 FRA, Fundamental Rights Report 2017.
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the data*3}@E P ~ }po -réaching(cdBsequences for invigstting and pros p3]vP @%Based
on that decision, providers in the Netherlands are no longer obliged to retanfdr criminal proceedings.
Law enforcement agencies can still request data after the annulment, but without the retention retgnite
the results of any such application are entirely dependent upon the provider, who canedetidt
information to keep, and for how long.

Nevertheless, the Dutch Public Prosecution Service expressed their concertisi®gavelopment and its
likely repercussions for detecting cybercrimes and other offeA&ince, in practice, in the case of internet-
related crimes, it is quite common for a suspect not to be identified right afleestigators consider it
essential that certain } o data remain available to assist them in their inquiff¥sThe Dutch Council for
the Judiciary too, in a legislative recommendation issued in February 2015, stressegbtinince of such

a requirement whilst at the same time acknowledighe need to protect individualgundamental rights. |t
therefore, proposed a system whereby requesting the disclosure of telecommunications traffic dalth wo
require an order by an investigative judge.

The Dutch Ministry of Justice is planning to introduce new legislatiothe matter, after unsuccessful
several attempts to adopt data retention laws anétw.

Vi. United Kingdom

The Investigatory Powers Acts provide for the Secretary of State to requirawaication service providers

to retain communications data for one or more of the statutory purposBse Data Retention and
Investigatory Powers Act 2014 was an Act of the Parliament of the United Kingdom tha¢deReyal Assent

on 17 July 2014 and all@d security authorities to continue having access to phone and internet records of
individuals despite the CJEU invalidation rulin@016 the CJEU ruled in joined cases that the Data Retention
and Investigatory Powers Act 2014 was unla’ftThe Data Retention and Investigatory Powers Act 2014
was then replaced by the Investigatory Powers Act 2016. Nevertheless, in April 2018 High@ourt ruled

that the Investigatory Powers Act 2016 violated EU law since access to retainegagatat limited strictly

§} SZ %oMUE%}e }( }u S]vP ntitoGk Pace wilBdut a prior review by a court or another
independent body. The Investigatory Powers Act must be re-drafted accordihgly.

4.3.3 The main regulatory actors concerned with privacy and data protection

Both EU (Article 8(3) CFR, Article 16(2) TEU, Arhiti69 Regulation 2016/679) and CoE law (Article 15 of
Convention 108+) require independent supervision as an essential mechanism towards effectiv
enforcement of data protection rule¥® The establishment of independent supervisory authorities at the
national level, in the form of a National Data Protection AuE]SC ~<}u 3]Ju « o -NaliojdhDate ~
Protection }uu]e-]}v), & mandatory. Both Regulation 2016/679 and Directive 2016/680 retjuate
each Member State maintain a national institution upon its territory that ensures camgdiwith EU data
protection law.

At the national level, the supervisory authorities are granted with proactive and preventive
supervision competenes They are competent to exercise investigation and intervention within their
territory,2®° to provide advice to data controllers and subjects, to impose bans and administfiaiis, to
order the rectification or erasure of personal data and to initiate legal proogsdoy referring a matter to

202 Cameron, E. (2015), The Data Retention Saga: Dutch Court Declared National Data nRetemtimvalid,
peacepalacelibrary.nl

203 Odinot, G. et al. (2017), Organised Cybercrime in the Netherlands: Emfiirdiags and implications for law
enforcement Dutch Ministry of Justice.

204 | pid.

205 pid.

206 CJEUTele2 Sverige AB v Post- och telestyrelsen and Secretary of Sttite fdome Department v Tom Watson and
Others, Judgment of the Court (Grand Chamber) of 21 December 2016, Joined Ca3H5@fRDC-698/15.

207 Cobain, 1., UK has six months to rewrite snooper's charter, high court rules, The Guardiaril, Z¥18p

208 Handbook on European Data Protection Law (2018).

209 CJEU, Weltimmo s.r.o. v Nemzeti Adatvédelmi és Informacidészabadsag Hataggent of the Court (Third
Chamber) of 1 October 2015, Case C-230/14.
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the court. CJEU, with its case law, calls for a broad interpretation of the powers of thevisoper
authorities?!® The Regulation 2016/679 provides a general framework for cooperation between
supervisory authorities in cross-border cases 08d % (E} e¢<]JVvP U ¢35 -ethpZeJA}Ptmechamism,
where the authority of the main or single establishment of the controller or prameissthe lead authority
of the cooperation schem#!

At the European level, the European Data Protection Supervisor (hereinafter, EDPS) is theelpeslémd
data protection authority, whose role is to supervise the EU institutions, boalitses, and agencies in order
to ensure their compliance with data protection law. The rules for data pratecti the EU institutions as
well as the duties and powers of the Supervisor and the Assistant Supervisor andstibational
independence of the EDPS are laid down in the Regulation 45/2001, which is atsdlgwmder reform.
The EDPS may, therefore, be contacted for queries and complaints concerning European research projects.
Moreover, the Regulation 2016/679 established the European Data Protection Beasinafter, EDPB), an
EU body with legal personality, as successor to the Article 29 Data Protectiding/Party established
under the Data Protection Directive. EDPB, consisting of the heads of the natioealisory authorities
and the EDPS, is entrusted with tasks, which can be summarised in three main categoriesistenmyn-
EDPB can issue legally binding decisions in order to ensure consistent applidtie Regulation, which
can be challenged before the CJEU; b. consultation - EDPB has an adigsimyanls the Commission; ¢
guidance - EDPB, following Article 29 Working Parradition, will continue issuing guidelines and
recommendations, facilitating best practiée.

210Handbook on European Data Protection Law (2018).
21 bid.
212 |pid.
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4.4  Scope of application of European Data Protection Schemes

With respect to Cyber-Trust, the two main legislative initiatives that are likebe teelevant to the project
are the GDPR and the Police Directive. National security is outside the scopawf Ehis is the reason why
the processing of personal data for national security purposes is not within thpe sifahe General Data
Protection Regulation or the Police Directive. As a result, the provisions of the &mPPolice Directive
were not designed to be applicable to processing by intelligence services.

4.4.1 Context in which the Regulation (EU) 2016/679 (GDPR) applies

The GDPR applies to the processing of all personal data of individuals résithiedgcUMember States. It
does not apply to the processing of personal da&taC }u%. § vS pfoZ IE plijpeses of the
prevention, investigation, detection or prosecution of criminal offences or tkeceation of criminal
% Vv 03] *  AZ] Z +% ](] oo Quiningpagaindt&nd the(prevention of threats to public
security and the free movement of such dat&® Nor does it apply merely personal or household actions
with no connection to a professional or commercial actitfyFinally, like the Directive 2016/680, it does
not apply to processing related to activities outside Union law, includittyities concerning national
security.

4.4.2 Context in which Directive (EU) 2016/680 applies
The Directive 2016/680 applies to specific data processing activities related amfareement. Notaly, its
* }% ]e o]u]ls §} §Z "% E} e]vP }( % E-+}v o -fosSthe Qurpdse%ooSthes pnsSZ
prevention, investigation, detection or prosecution of criminal offences or tkeceation of criminal
penalties_ Xs such, its scope does not encompass all data processing activities in the police taed jus
sectors but only that processing which is for the purposes enumerated. For the procefspearganal data

C N Ju% S vs§ psZp@Edrpurposds; Be GDPR applies. This, however, does not cover processing
in the context of criminal court proceedings. Furthermore, it does not only applgegolice and justice
e S§}EX ™ }u% S vS8 pSZ}E]ISC_ Vu v ArAvCg }3Z E u} E VE SwEd3L v
exercise public authority and public powers for the purposes @]+ ]E 2Sihdluding private entities
as well.
Furthermore, the Directive does not cover data processing in the course otigityaihat falls outside the
scope of European Union lactivities that fall outside the scope of Unionlgw op ~ 3]A]38] « }v EV
v §]}vo e pE]ISC_ v §1A18] » A]SZ]v 83Z «}¥%}E&E( ® %S I&UIT «Qwpd Y
Juul]PE S]}v_ }( d]So s }( §Z d hX dZ]en ornvthe@ppkcability of thig ppov]sion in
countries where national law does not distinguish between national security and policiciipfun
Finally, it is important to note that as a Directive, it needs to be transposechational law to have an effect
in the respective Member State. This process of transposition allows for some vaghiiannational lines
whilst preserving the essential context of the directive concerned. The process was méantasumed in
May 2018, however many states ardigas of August 2018) on the drafting phase. The transposition process
will be discussed further in section 5.3.2.

5. Data protection requirements of the potential application to the
Cyber-Trust project

This section describes key rules and principles that must be adhered to in all instholega processing,
including processing of personal data that may occur in the context of the -Tybst project.

213Handbook on European Data Protection Law (2018).
214 / ] X
215 / ] X
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5.1 5.1 Personal Data and Cyber-Trust
Since the Cyber-Trust project will deploy techniques which will engage a vast anficlatd ot is likely that
there will be moments when questions will arise as to whether particular aia@ersonal or not. Thus, it is
worthy to take a closer look as to what could amount to be personal data in this specifixtconte
AKvolv ] vSfipflnsEance, include IP addresses and caokig other factors may also lead to the
identification of an individual, such as aggregate network indicators and network déde. Even if
someone’s name is not known, a combination of other identifiers may sufficketdify an individuat® It
is underlined that information one holds may indirectly identify an individuna therefore could constitute
personal data, even if additional information is needé&dThat additional information may be information
one already holds from other sources, or it may be information that needs to obtain from another
place?!® Data may not relate to an identifiable individual when in hands &f controller but it may do in
the hands of another, when in conjunction with additional information, for inst&ite.
In some occasions, it might be possible for someone to reconstruct the datadanrger that it can be related
to an individual In order to consider the probability for an individual to be ideatifian assessment of the
means that could be usedby an interested and sufficiently determined perspmnay be necessary, in
combination with a continuous valuation of the changes in the likelihof identification over time, as a
result of technological development or other conditions. For that purpose, so dstésmine whether or
not a set of data relates to a particular individual, partners may need to coriéfder

{ the content of the data;

{ the purpose they will process the data for; and

{ the results of or effects on the individual from processing the data.
Even after all those assessments, there will possibly still be circumstances where itentaygh to
determine whether data are personal or not. If in doubt, as a matter of gwadtice, the information should
always be treated with the necessary care, by ensuring that a clear reason for processing theedaaisto
and, in particular, all necessary security measures and safeguards are in place. If persocahdata
genuindy anonymised, then the anonymised data are not subject to the GDPR. Pseudonynisadisures
can help reduce privacy risks, and they may constitute an appropriate safeguard undsgficspe
circumstances. However, pseudonymised data are still personal data.
In the Cyber-Trust project, the collection and sharing of cyber-threat intelligence informatlaakeilplace
in the deepnet web fora or marketplaces and clearnet social platforms. This iiomwill be used to detect
emerging threats, zero-day vulnerabilities and new exploits to 10T devicageritifying social platforms and
threads that host cyber-threat related criminal activities and by classifying andhtattkbse threats and
cyber-attack related products across the various online communities (TasB&ch)information, which may
characterize the device3Z v SA}EIU § X ]Jv op S }us 82 Jvs PE]SC }(
OS files, installed software patches, exposure to known vulnerabilities, network behaviatiesthp (e.g.
traffic volume and protocols), and services utilisation (Task 6.1).
More specifically, the cyberthreat intelligence data that will be collected, willcaing from three
sources’?! namely internal sources (host data sources, network data sources, forendidtspetc),
community sources (observed malicious sources or data, e.qg. lists withistledkP addresses or file names)
and external sources (such as news feeds on cybeathreulnerability advisories and alerts, automated
tools of search, information on malware amdelligence acquired from the dark web). This vast amount of
collected data may include, indicatively:

X Al [+ (JEuA & s U

218 Handbook on European Data Protection Law (2018).

217 Article 29 Data Protection Working Party, Opinion 4/2007 on the concept of persataabdiopted on 20une 2007,
01248/07/EN WP 136.

218 Information Commissioner’s Officer (ICO), What is personal data, ico.org.uk.

219 ¢ ] X

220 1bid. In general, ICO’s website offers detailed guidance and @tecklhen issues arise in relation to personal data
definitions.

221 More information on the relevant cyberthreat intelligence sourceshim context of Cyber-Trust, please see D2.2
Threat-sharing methods, comparative analysis, Section 4, Cybet-Trust
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data relating to the operating system and critical software,

system/network configuration files, audit and event logs,

logs from IDS and network monitoring systems,

CPU and RAM usage as well as ports and services,

network activity including cover channel details.

The development of the Cyber-Trust prototype is likely to inclu@déstend experimentation which
may involve the processing of personal data, such as the web crawler whidiewiliined on real data
coming from various sources. Itis, therefore, essential to consider the applicatiensoifal data protection
rules and principles both a. in the use of a Cyber-Trust prototype fitens of criminal proceedings,
specifically to prevent, investigate, detect and prosecute criminal offences and b. thef psesonal data
for research purposes in the Cyber-Trust project. As indicated in the sections below, the paieplizdtion
depends on each type of activity, and it should be taken carefully into account for the furthesassd of
the project, as further explained in section 5.3.

X X X X X

5.2 Data controllers and data processors

Article 4 GDPR defines data controllers and data processors as 13&low:

~0+ Z }vS @ans the@dtutal or legal person, public authority, agency or other body whiale, @lgointly
with others, determines the purposes and means of the processing of personal data; whmngtses and
means of such processing are determined by Union or Member State law, the conttbiesmecific criteria

for its nomination may be provided for by Union or Member State law;

~0¢ Z% E} e**}E[ u v VSUE o }E o P o % E-}vU Guwhioh]procpssgs E ]S C L
personal data on behalf of the controller.

The distinction is of high significance for compliance because the GDPRtteeatata controller as the
principal party for taking care of responsibilities such as collecting cod$enmanaging consent-revoking
requests of data subjesf?* When a data subject wishes to revoke his or her consent, therefore, wilaton
the data controller to request the termination of the processing, even when the data aredstm servers
owned by the data processé# Upon receiving this request, the data controller would proceed with asking
the data processor to remove the relevant data. Moreover, data controllers shillhire data processors
which are compliant with the GDPR requiremetttsThe GDPR, however for the first time, introduces direct
obligations for data processors, meaning that processors may be subject to saretidrdaims by data
subjects.

During the research phase, the researchers acting as data controllers, are obligecetmémiplechnical and
organisational safeguards on the basis of Article 24 GBJFRirthermore, they are free to interpret their
obligations under Articles 89 regarding safeguards for scientific research and @& miag the security of
processing with respect to the general data protection principles, however, ingendney are obliged to
carry out a data protection impact assessment to assess the risks for data subjects” rightsssibte po
mitigation measures, whenever for instance new technologies are #88gpifically, Article 32 GDPR states
that the controller hasto takdvs} »~ }uvsS §Z 8§ 8§ }(8§Z @E&SU SZ }eSe }( Ju%o u v
scope, context and purposes of processing as well as the risk of vikglittpod and severity for the right
and freedoms of natural personsX

22 YE /E u%0 U J( Ju% VC y * 00c A] PeSe} 3% YCoqueuzEU M SIu 3]}v *CeS u ¢
Jvepu E+ }v 8Z]JE Zo( v 3CE | 3Z]E vP P EVSE) SIA5QUBZ §JA]ZC E U }

] 8§z § JvSE®}oo EBGU v }u% vC z ] SZ S % E&} <*}EX

223 Article 29 Data Protection Working Party Guidelines on Consent under Reg@afiérf679, adopted on 10 April

2018, 17/EN WP259 rev.01.

224 Article 29 Data Protection Working Party, Opinion 1/2010 on the concepts of "contralidr"processor”, adopted

on 16 February 2018, 00264/10/EN WP 169.

225Handbook on European Data Protection Law (2018).

226 |bid.

227 Maldoff, G., How GDPR changes the rules for research, 19 April 2016, iapp.org

228 | bid.
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Article 89 introduces pseudonymisation as an appropriate safeguard, defingtleaprocess, where:
‘personal data can no longer be attributed to a specific data subject without the fisditional
information, provided that such additional information is kept separatek) dZ }3Z & % &} % }*]15]}Vv
vivCu]e igfomation which does not relate to an identified or identifiable natural persomoo
personal data rendered anonymous in such a manner that the data subject is not eigeo identifiable 2%
However, it should be kept in mind that the process of anonymising persoraisiabnsidered processing
and that true and full anonymisation may be tricky.
The Article 29 Working Party stated in that contexd tSW "€Y e S }vSE}oo Ehateah}po v
anonymized dataset can still present residual risks to data subjects. Indeed, onettiiaiod, anonymization
and re-identification are active fields of research, and new discoveries are regulatighed, and on the
other hand even anonymized data, like statistics, may be used to enrich existing prbiilds/ioluals, thus
creating new data protection issues. Thus, anonymization should not be rehjasde one-off exercise, and
the attending risks should be reassessed regularly by data confEo#e X
d} §z]« ]J& S]}vU 8§Z2 ' WZ JvSE} p §Z v}S]ivy }( VW B o GE}IS]BIC
( nos_U uthattwePprinciples of the GDPR must be built into the design or architecture dftfhe
systems, as discussed further in section 5.7 of this document. The GDPRcalsmages the creation of
codes of conduct with the guidance of the European Data Protection Board (Recital 78)cuaittichlers
and processors can use in order to self-regulate their processing, within the boundaries of tR&GDP
Article 3 of the Directive 2016/680 defines controllers and processors, as/foll
(8)Z }v3E}oo E[ u ve 3Z }Ju% 3 v3 us3Z}E]SC AZ] ZU o0oBZ }EUEIOGC
and means of the processing of personal data; where the purposes and means of such praressin
determined by Union or Member State law, the controller or the specific criteria for its nimminzay be
provided for by Union or Member State law;
~0e Z%E} e¢*}E[ u v v SUE oic pEhaooity? agerdey GE othelbddyuwbich processes
personal data on behalf of the controller;
Concerning the Cyber-Trust prototype, one thing to keep in rsimdhether private sector businesses
are identified as being within the scope of the Directive, especially when taking into atemating services
contracted out from public sector authorities to the private sector agencies thahtn@gcount as data
controllers. It will be difficult, though, to verify whether these businesses are in sgithbeut looking into
their specific legal arrangements, because many private businesses may be data processors and no
controllers and thus would not qualify as competent authorities, accorttirte Directive?®? In a casey-
case analysis, contracts will need to be reviewed, in accordance with abliom in order to determine
whether a private body processing personal data for a criminal law enforcemepbge; where public
power or authority is given by statute, is a controller or a proce$%or.

5.3 The legal basis of the data processing

5.3.1 Regulation 2016/67% the GDPR

Article 6 of the GDPR requires that the processing of personal data must have a legal badawtully
processed. In order to comply with such requirements, personal data may be lawfully prboedsen the
basis of one of the following grounds:

(a) the data subject has given consent to the processing of his or her personal datadomuore specific
purposes;

(b) processing is necessary for the performance of a contract to which the data subgett & in order to
take steps at the request of the data subject prior to entering into a contract;

229 Recital 26 of the GDPR.

230 Article 29 Data Protection Working Party, Opinion 05/2014 on Anonymisation Technaglapted on 10 April 2014,
0829/14/EN WP216, p.112.

231 Blockchain Bundesverband, Blockchain, Data Protection and the GDPR, 25 May 2018, p.9.
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(c) processing is necessary for compliance with a legal obligation to which the controller is subject;
(d) processing is necessary in order to protect the vital interests afatlaesubject or of another natural
person;
(e) processing is necessary for the performance of a task carried out in the pulsit iotén the exercise of
official authority vested in the controller;
(f) processing is necessary for the purposes of the legitimate interests pursiineddoytroller or by a third
party, except where such interests are overridden by the interests or fundamental riglte@soms of the
data subject which require protection of personal data, in particular, where the data swhgechild.

With regards to the Cyber-Trust project, the two most relevant legal bases)ae dascribed above,
i.e. the consent of the data subject and (f) the existence of a legitimate interest. Dbengsearch phase,
(a) consent will be the sole ground when research subjects are used to provide petatmdor example
when filling in an expert questionnaire. After the research, (a) consedt(g legitimate interest of the
service providers may be relavia

As for the first case, concerning the legal ground of consent, it should be fiotadhe start, that
research occupies a privileged position within the Regulation. By S]vP ~ &} _ rddeatéh}v }(
GDPR encompasses the activities of public and private entities alike, cpatsirtechnological development
and demonstration (Recital 158 A data subject’s consent is one way that a controller can process personal
data, and must be freelgiven, informed, specific to the processing purpose and unambiguous. Informed
consent means that the data subject must be provided with information about the proceaxfdieg personal
data, including at least: the name of the data controller; the processimggses; the type of processing
activities and data; the possibility to withdraw consent; the use of data for automatsdéebdecision making
and profiling (if applicable) and the likelihood of international sfams. All these requirements, however,
may be proven challenging in the context of research because in accordance with Recital]3%3 ]« } (S v v}$§
possible to fully identify the purpose of personal data processing for scientific research pugpdisesime
}( }oo &PWhus, itis of paramount significance to outline the research purposes as clear depossi
and re-assess them regularly. Moreover, Recital 50 provides that further progdesiresearch purposes
should be considered compatibté.
According to Article 6(1)(f), processingas A (po ]( 138 ]¢ ~v ++ EC (JeGitindade ikeresE% }e ¢« }
pursued by the controller or by a third party, except where such interests aeidden by the interests or
fundamental rights and freedoms of the data subject which require protection obpetsiata, in particular
where the datasui § ] Ihe groXnd of legitimate interest is applicable only if the three conditions
described in this provision are met, namélya. the notion of necessity implies that the processing of the
data is the most effective and least intrusive solution for the objective pursbedhe controller or even a
third party must have a real and present legitimate interest for the procgssirich should be clearly
articulated and permitted by the Union and national law; and balancing exercise must take place between
the legitimate interest and the fundamental rights and freedoms of the individuals whose datecaessed,
taking into account the safeguards put in place and the reasonable expectafitmes data subjects, based
on the existence or the absence of a relationship with the data controller. The morethisgelationship
is, the more this balance will tilt towards the rights of the individual, becauseat#d dubjects do not
reasonably expect their data to be processed for purposes other than for thidly collected, then the
rights of the data subject could override the legitimate interest of the controllegitimate interest is not
applicable during the research phase, because even if the two first conditions were meatetessary
relationship of proximity between the data controller and the data subjects is not ptesen
As for the second case, after the research phase, both the grounds of consent and leditterats may be
relevant. Consent, for instance, will be seeked from the individual users of the-@ybefor having their

24D o }((U'X ,JA'WZ Z VP «3Z Epo » (}JE E + E ZU id % E]Jo TiioU ] %o %o+ X}
235 Article 29 Data Protection Working Group, Guidelines on consent under Regulati®i6 28, Revised and Adopted

on 10 April 2018, 17/EN WP259 rev.01, p. 28.

236 Handbook on European Data Protection Law (2018).

237 Article 29 Data Protection Working Party, Opinion 06/2014 on the notion of ledi#imterests of the data controller

Under Article 7 of Directive 95/46/EC, 844/14/EN WP 217, adopted on 9 April 2014, p.33.
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devices connected to the platform. On the other hand, Recital 49 GDPR concerningknetgtdnformation
security as overriding legitimate interests § <TWe processing of personal data to the extent strictly
necessary and proportionate for the purposes of ensuring network and informatourity, i.e. the ability
of a network or an information system to resist, at a given level of confidence, accideatas®r unlawful
or malicious actions that compromise the availability, authenticity, integrity @nfidentiality of stored or
transmitted personal data, and the security of the related services offered by, or ddeest, those
networks and systems, by public authorities, by computer emergency respoases teCERTS), computer
security incident response teams (CSIRTS), by providers of electronic commusicatiworks and services
and by providers of security technologies and services, constitutes a legiimtest of the data controller
concerned: for example, preventing unauthorised access to electronic communicatein®rks and
malicious code distribution and stoppinteni o }( « Gafidcks and damage to computer and electronic
luupv] S]}v «C Thelbaldncing test proposed by the Article 29 Data Protection Working ¢zarty
be used as guidance for the balancing between the legitimate interest of ther-Jyust prototype provider
and end-user and the fundamental rights and freedoms of the concerned data stiject.
The use of a Cyber-Trust prototype by law enforcement for the detection, preventioprasdcution of
malicious activity may be exempted from the field of application of the R&gnl 2016/679 by Recital 19
which excludes its application to personal data being used in connectionpwoiite and criminal justice
activities on grounds of public safety, public security, and pubtieroHowever, in this case, such processing
may fall under the scope of Directive (EU) 2016/680, as described next.

5.3.2 Directive (EU) 2016/680 - the Police and Criminal Justice Data Protectionv@irecti

The scope of Directive (EU) 2016/680, as stated earlier, covers the procegsengoofal data by competent
authorities for the purposes of the prevention, investigation, detection or proseouti criminal offences
or the execution of criminal penalties. The Directive relies, to a great extent, orritiegbes contained in
the GDPR. However, it does not contain the principle of transparéh@e reasoning behind this choice of
the co-legislators is that the specific nature of security-related processing requires some leexilufity.
The principles of data minimisation and purpose limitation must also be eapplith some degree of
flexibility in the same context. This Directive is without prejudice to the rule®orbating the sexual abuse
and sexual exploitation of children and child pornography as laid dowrirégetde 2011/93/EU of the
European Parliament and of the Couritd

It is essential to understand, that processing is not captured by the provisionsispedaw enforcement
simply because datare passed to a law enforcement agency. If the organisation holding the data is not
processing it for law enforcement purposes, then it will not be coverethéyaw enforcement provisions.
Once it is transferred, the competent receiving authority will then be processing it fquutgoses of law
enforcement, and consequently, the provisions of Directive 2016/680, as transposked Member State
law will be applicablé

In practical terms, the legal bases on which the processing of personal data is authmdezdirective (EU)
2016/680 are provided in Article 8 of the Directive. The processing of parsiata by the competent
authorities for the purposes specified is lawful only to the extent that the processimgcissary for the
performance of a relevant task.

Nevertheless, this does not mean that law enforcement authorities can process personal dataratdé g

it is for the purpose of preventing crime. For the processing to be considanddl] it needs to take place in
accordance with the national la%? If there is no law authorising the data processing by the competent
authority, it will not be lawful. Member States can authorise particutdivdies in their national legislations

238 |dem.

239 Article 29 Data Protection Working Party, Opinion on some key issues bath&nforcement Directive (Directive
2016/680), 17/EN WP 258, adopted on 29 November 2017.
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242Handbook on European Data Protection Law (3018
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by putting in place additional requirements, such as cong€rin this case, the Member State must specify
the purpose of the processing and the type of personal data to be procé¥sedgeneral, laws pertaining
to privacy will still apply, including the requirements described in the casefl&Z#IR in section 3.4.2.1. So
far, this is the process of the transposition in some Member Séitaghich nay be relevant for the Cyber-
Trust project, concerning the key law enforcement data processing provisions:

i. Cyprus

A Working Group, with the cooperation of the relevant Ministries and the Data Protectimm{Ssioner, is
set to prepare the legislation. The draft is to be sent to the Parliament before the end of#018.

ii. Greece

The public consultation about the new draft 1&#was concluded in March 2018, creating a unified national
legal framework concerning data protection. Nevertheless, as of August 2018, the dratidawthbeen yet
voted upon. Once valid, the Greek law will stand in force in parallel with thdRGID& will transpose the
Directive 2016/680 into national law, with small derogations and additional safeguard&réb& legislator
chose, instead of modifying existing laws, to transpose the proposed European franiavitsrivhole ina
common codification with the GDPR provisions. No specific time limit fogetaof the data is set, which is
open tobe decided by other national laws.

iii. Italy

In March 2018 the Decree of the President of the Republic No. 15 of thefl&nuary 2018 was published
concerning the implementation modalities of personal data processing principlegofime and justice
purposes and the implementation of the Directive 2016/680 in R8lyThe Decree did not include any
provisions regarding metadata retention by internet and telecom operatmrsdminal law purpose¥?® The
reasoning behind the choice of the legislator is the issue of retention is out e€tpe of the Decree because
a new data retention law passed in Italy in 2017 (Law No. 167)20dithing to fill the gap that the
invalidation of the Data Retention Directive caused in 2014. Disregarding Q.lid; ghre law extended the
limit, by providing a retention time of maximum 6 years in total.

The Decree of January 2018 furthermore explains which operators fall under théidefof law
enforcement authority by providing two levels: the first, based on a competence oriteire. all public
agencies which are by national law competent to undertake police actiVitieEhe second, based on the
assignment criterion, i.e. all those bodies which are instead tasked to undertakeasticiies, extending
the definition of police operator to cover also entities which are nonhbyure considered law enforcement
agencies.

iv. Luxembourg

243/ 1 X
244 1bid.
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248 Attuazione della direttiva UE 2016/680 del Parlamento Europeo €ateiglio, del 27.4.2016, relativa alla protezione
delle persone fisiche con riguardo al trattamento dei dati persodaliparte delle autorita competenti ai fini di
prevenzione, indagine, accertamento e perseguimento di reatiecwesone di sanzioni penali, nonché alla libera
circolazione di tali dati e che abroga la decisione quadro 2008/977/GRlaaliglio, Gazzetta Ufficiale della Repubblica
Italiana; Number: 119; 24.05.2018.
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The Council of Government of Luxembourg approved a bill, with regdihe foerocessing of personal data in
criminal as well as national security matters. The Bill modified 12 diffeasyg, lin accordance with the
Directive?!

V. The Netherlands
A draft bill was submitted in the Parliament on tirffé.
Vi. United Kingdom

Although it is not yet clear how the legal regime will be shaped after Brexit, UK chose spasanthe
Directive 2016/683>2 The Data Protection Act 2018 received Royal Assent on 23 May2®8t 3 of the
Data Protection Act includes explicitly the rights to access, the right to rectificationfamdsure as well as
protection against automated decision-making. The Act, on the other hand, providesstactions on those
rights, under the condition that it is necessary and proportionate tealin order t0?* “avoid obstructing
an investigation or enquiry; avoid prejudicing the prevention, detectiomestigation or prosecution of
criminal offences or the execution of criminal penalties; protect public secymittect national security;
and protect the rights and freedoms of othe®® The aformentioned restrictions can take place in
accordance with the data protection principl€s.

5.4 The data processing principles
The fundamental data protection principles are found in Article 5 of (@& and in the Convention 108+ in
different Articles?®® These key principles must be applied in all instances of processing ohakdsta to
which the Regulation is applicable. Restrictions can only happen under the conditichekiatre provided
for by law, pursue a legitimate aim and are necessary and proportionate in a demaweidty. Such
principles may be of relevance to Cyber-Trust, especially in relation to to@shmologies that may process
personal data.

The general principles in GDPR, are as follows, with commentary, wherever deecessary,
related to their interpretation in the law enforcement context, as shaped by the Directive 2806/6

5.4.1 Lawfulness, fairness and transparency

Lawfulness requires that the processing is based on the consent of the data subject or anothgolegal
provided in the data protection legislation. In particular, for every processing tgcitivihe Cyber-trust
context (including every database that will be created, and any likelihood of ipéedpility among those
databases), there should be a legal ground found in the Union or retiaw. In GDPR, those grounds are
set out in Article 6. The principle of farss can be explained as the reasonable expectation of the data
subject to be able to fully understand what is happening with their data and that the diamti®in a position

to demonstrate full compliance with the existing legislatf&hTransparency eablishes the obligation of the
controller to keep the data subjects informed about the risks of the procesHiedr rights and the rules
applyingto the processing of their dati?

251 David, D., Bills designed to implement the General Data Protection Regulatiuxembourg, 5 September 2017,
castegnaro.lu

252 European Commission, Transposition of the Directive (EU) 2016/680: Bfdtyy n the Member States, February
2018.
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254 Data Protection Act 2018ler Majesty's Stationery Office (HMS@)18, Chapter 12, 23 May 2018.

255 UK Home Office, Dept for Digital, Culture, Media and Sports, Data ProtectiGia®#heett Law enforcement
processing (Clauses £81), gov.uk
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259 Handbook on European Data Protection Law (2018).

260 Article 29 Data Protection Working Party, Guidelines on transparency uRdgulation 2016/679, 17/EN
WP260.
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Providing data subjects with the same level of protection with regards to their riglt$armation,
access to, or erasure of personal data as foreseen in GDPR, concerning data processing fodgo$itieean
matters could hinder operations carried out for law enforcement purposes. Hence, tineigbe of
transparency is not included in the Directive 2016/680Even though the Member States may restrict the
dataep i $e+Z @i} mM&dnce, to protect public security or prevent the obstruction of an ingattn,
they must guarantee that the processing for law enforcement purposes is lawful, mehatngis necessary
for the pursued objective, conducted by a competent authority and based on EU tionalalaw?5?
Moreover, consent of the data subject can never in itself constitute a legal drimurthe processing of data
in the context of the Directive. Where the data subject is required to comply with a lelightidn, it should
be understood that the data subject has no genuine and free chbice.

5.4.2 Purpose limitation

The principle of purpose limitation is one of the fundamental principles of thel&a protection law and
requires that any processing must be carried out for a specific, well-defined purpose gridroadiditional
purposes that are compatible with the initial purpose. Any new purpose which is ngpatible with the
original one or is different, requires its oMggal basis. For example, the disclosure of personal data to third
parties for a new purpose will most likely need an additional legal bbsidrticle 5(1)(b) GDPR, further
processing for archiving purposes in the public interest, scientific or histoggsdrch purposes or statistical
purposes is always considered compatible with the original purpose. In that case, apigr@afieguards
must be put in place, such as anonymisation, encryption or pseudonymisatithe data subject should
be informed, as discussed in section 3.

5.4.3 Data minimisation

Data should be adequate, relevant and limited to what is necessaejation to the purposes for which they
are processed. By using privacy-enhancing technologies and privacy-friendlgrsglitis often possible to
avoid the use of personal data or minimise the proces&hg.

5.4.4 Data accuracy
Controllers must take measures to make sure that the data they are hakigurate and upe-date, with
respect to the purpose of the data processing. Inaccurate data must be corrected or erased without delay.

5.4.5 Storage limitation

Personal data must be erased or anonymised once they are no longer nfrdée purposes which they
were collected for. Article (5)(1)(e) GDPR provides that archiving dataufolic interest, scientific or
historical purposes, or for statistical use, may be stored for more extendeddserThis principle has to be
taken carefully also into consideration in the police seét®rwhere national laws define different
appropriate time periods for storag€’ as analysed in section 4.3.2.4 of this document.

5.4.6 Data security: integrity and confidentiality
Appropriate technical and organisational measures should be taken so as to pretsonpl data against
accidental, unauthorised or unlawful destruction, loss, alteration, disclosure, damagecess. This is

261 Handbook on European Data Protection Law (2018), p.258.

262 For more information, on the principle of transparency in the lafoeement context and recommendations to the
Member States concerning restrictions to the data subjects” rights, see: A2fcl@ata Protection Working Party,
Opinion on some key issues of the Law Enforcement Directive (Deefil6/680), 17/EN WP 258, adopted on 29
November 2017.
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264 Article 29 Data Protection Working Party, Opinion 03/2013 on purpose limitation, adopt@dApril 2013, WP203.
265Handbook on European Data Protection Law (2018).

266 5 and Marper v United Kingdom [2008] EGB&L.
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particularly important where the processing involves transmission of data oveea getwork. Article 25 of
the GDPR which addresses the issue of data protection by design, explicitly mesgodsmymisation, as
an example of appropriate technical and organisationeasures. Other solutions include the storage of the
data in a secure physical environment, layered logins and strong cryptogt@&phyegular review of the
measures is also expected, while any personal data breaches must be notifiednatitheal supervisory
authority and in some situations, the data subject it$&if.

5.4.7 Accountability

Both under EU and CoE law, the controller is responsible for and must be aldmtmstrate compliance
with all the aforementioned data protection principles. There are maaysthat the controllers can ensure
their compliance, for instance by implementing data protection by default anddsjgn or designating a
data protection officer.

5.5 Rights of the Data Subject

The right to access one’s own personal data and the right to rectification ateiead in EU primary law
and accuratty, in Article 8(2) CFR. In addition to that, GDPR establishes a coherent legal framvivebrk
empowers data subjects with better control over their personal data, by recograsitegailed framework of
rights. Similar safeguards are also included in the Directive 2016&8(he Convention 108at CoE level.
Member States enjoy a margin of discretion under GDPR to restrigatiblis and rights, if this is a necessary
and proportionate measure in a democratic society, for instance, for the protection afgligivestigations
and proceedings. However, according to Article 23(2) of GDPR, as a minireLiaf fgetection, the national
law must respect the core of the fundamental rights protecbydJnion law. Here follows a brief overview
of those rights.

It is to be noted that a controller may use pseudonymisation methodsptetent it from being able to re-
identify a data subject, without collecting additional information. Article 11 acknowletthgesituation and
provides an exemption from the rights to access, rectification, erasure and data pitytabilined in Articles
15 to 20?"° The exemption applies only¥§Z  } v § & aerto®emonstrate that it is not in a position to
] vs](C §Z S ang, if p8&ssible, provides notice of these practices to data subjects. Given the
material scope of Cyber-Trust, this exemption may be applicable in specific contexts.

5.5.1 The right to be informed of the processing of his or her personal data

Article 12, 13 and 14 of GDPR introduce the controller’s obligation &éapRropriate measures to provide
any information to the data subject in a concise, transparent, intelligible asdyeaccessible form, using
clear and plain language. The information about the processing shall b&gdowm writing, or by other
means, including, where appropriate, by electronic means, without excessiveatedapense’.’! Based on
CJEU’s case l&® the right to be informed can be limited for reasons of prevention, itigation, detection
and prosecution of criminal offences, if a Member State has introduced such an exaapt®national law.
Moreover, Article 14(5)(b)-(e) of GDPR provides that in case where the data has nobb@iesadfrom the
data subject, the obligation to inform them will not apply, if the provisiad such information is impossible
or disproportionate in particular in the context of public interest or resbarArticle 13(3) of the Directive
2016/680 provides the possibility to the Member States to include i&giris to the right to be informed,
as long as such measures are necessary and proportionate om a democratic soceterimo avoid
obstructing official inquiries and investigations or prejudicing the @néion, detection or prosecution of
criminal offences, protect the public or national security and the rights and fresduf others.

268 Council of Europe, Opinion on the Data protection implications @ptlocessing of Passenger Name Records, T-PD
(2016) 18 rev, Strasbourg, 19 AugRet6.

269 Handbook on European Data Protection Law (2018).

279 Maldoff, G., Top 10 operational impacts of the GDPR: PaRs®udonymization, 12 February 2016, iapp.org

211 1bid.

272 CJEU, Institut professionnel des agents immobiliers (IPIpffr&eEnglebert and Others, Judgment of the Court
(Third Chamber), 7 November 2013, Case C-473/12.
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5.5.2 The right to access his or her own personal data

Article 15 of GDPR provides that the data subjects shall have the right to obtainttie controlles
confirmation as to whether personal data concerning him orikdreing processed, and where that is the
case, access to the personal data. This provision must be seen in the light of thplgsindifairness,
transparency and accountability, so the right to access must not be unduly restiictede limits?’> Where
automated decision-making is carried out, including profiling, the general bafiind any decisions taken
must be explained’* Concerning processing of personal data for law enforcement purposes, Articfe 14 o
Directive 2016/680 provides similar restrictions as seen above in the riglet itfdrmed.

5.5.3 The right to rectify incorrect personal data

According to Article 16 GDPR, in respect of the principle of accuracy, the data &alsj¢oe right to request

from the controller without undue delay the rectification of inaccurate persoméhaoncerning him or her.
Given the purposes of the processing, the data subject shall have the right to hanwlatmpersonal data

completed, including by means of providing a supplementary statement. @ingeprocessing of personal
data for law enforcement purposes, the right to rectification may be restricted for the sampoges as the

rights to access and be informég.

5.5.4 The right to erasure ("the right to be forgotten")

Article 17 of the GDPR grants the right to the data subject to havhenigersonal data erased or deleted,
without undue delay. The burden of proof that the data processing igiteage will fall on the data
controllers, as pursuant to the principle of accountabitf§Once again, the GDPR outlines exceptions to
these rights for reasons of compliance with a legal obligation, public interessearch purposes. For police
and judicial matters, the controller can, instead of erasure, restrict the processing, when the aafullaty
cannot be ascertained, or the data constitutes evidence, which has to be mainfdined.

5.5.5 The right to data portabily

Accordingto AES] o 11 thevdatd sibject shall have the right to receive the personal data concerning
him or her, which he or she has provided to a controller, in a strectucommonly used and machine-
readable format and have the right to transmit those data to another controller withimdrance from the
controller to which the personal data have been provided.d Z o€, ¢the controller should develop
interoperable formats, to facilitate information sharid.

5.5.6 The right to object to processing on legitimate grounds

Article 21 GDPR elaborates on the right to object; the data subject shall have th@ridfject, on grounds
relating to his or her particular situation, at any time to the processing of perstatal concerning him or
her. The data subject has the right to object not only relating to his or hgicplar situation but against
profiling as well. Under GDPR, the burden of proof is again vested with the b®ninho must show
compelling grounds for continuing the processing. Concerning researcBDRR balances the requirements
of scientific research and the right of the data subjects to object with specific safegaaddderogations in
Article 8927

Thus, the Union or national law may provide derogations to the right feabbf the latter would render
impossible or seriously impair the achievement of the research purposes, tnedrésearch purposes could

273 Article 29 Data Protection Working Party, Guidelines on transparency under Regulation7Z2) 676N WP260.
2*Handbook on European Data Protection Law (2018).

2% E3§] o i0 ~8. ]JE S]A 1iioloodiX

2’8 Handbook on European Data Protection Law (2018).

277 E&] 0o 0 ~ie ]E §]A 1ii0l06iX

2’8 Handbook on European Data Protection Law (2018).
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not be achieved without such derogation, as long as safeguards as providgitia 89 paragraph are put

in place?® Therefore, the legislation will vary across the Member States and almasase assessment will
be necessary. As for the use of the Cyber-Trust prototype, network and informsyitem security
constitute, according to Recital 49 of the GDBER overriding legitimate interest, that could also pose
restrictions to the data subject’s right to object, as also discussed in section 5.3.

5.5.7 The right not to be subject to an automated decision

The data subject shall have the right not to be subject to a decision based soleljyamated processing,
including profiling, which produces legal effects concerning him ardresimilarly significantly affects him
or her?®! Nevertheless, such automated decision-making may be acceptable if it is necessting f
performance of a contract, if the data subject gave explicit consent, or ifébisidn-making is authorised
by law and the data subject’s rights are appropriately safeguarded. Further discassibe issue is to be
found in section 6.3%2

5.5.8 The right to a judicial remedy and the right to receive compensatioase of a breach
Where the data subject considers that his or her rights under GDPR have beegeithfdas a result of the
processing of his or her personal data under a regime non-compliant wiRGEEe or she has the right to
lodge a complaint with a supervisory authority or/and bring their case befoprigt. For the right to remedy
to be effective, the Regulation gives individuals the right to receive compensiatio the controller for
material and wn-material damages. In addition to that, Article 83 of the GDPR empowers Meatates”
supervisory authorities to impose administrative fines, while Article 58 grants thigimother corrective
powers?83

5.6 Special categories of personal data (sensitivaypat
In Article 9 of the GDPR (as well as in Article 6 of the Convention 108+), gendtiomettic data (where
used for ID purposes) or personal data revealing racial or ethnic origin,cablitpinions, religious or
philosophical beliefs, trade union membership, information about the headtkual life or orientation are
considered as special categories of data. Data belonging to hese categories coulsidstaintial risks ta
% Ee}v[e (LV u vS o (E]P s mstancd, @y incredding the riks of discriminatigh.

Due to their nature, in principle, the processing of such data is forbidden. Howevemrdgraph 2
of Article 9 GDPR provides an exhaustive list of exemptions. For instance, processingttisdoiitime data
subject has explicitly consented or if it concerns data which have becgplieity and manifestly public by
the data subject®® Such exemptions also include the case that processing is necessary in order to carry out
obligations or exercise other rights in the employment, social security acidlsarotection context, to
protect the vital interests of a natural person, to establish legal claims, to useddial purposes or
research and for public interest reasons. Ndyain the case of public interest, Member States may introduce
further exemptions?®

Under Convention 108+ personal data relating to offences, criminal progeedind security
measures are enlisted as special categories of #ata. GDPR, however, such data simply covered under
Article 10. The processing of such data may only take place under ttrelaafran official authority or when
the processing is allowed by EU or national law with appropriate safegumaflaceFor the processing of

280 Maldoff, G., How GDPR changes the rules for research, 19 April 2016, iapp.org

281 Handbook on European Data Protection Law (2018).

282 Article 29 Data Protection Working Party, Guidelines on Automated ingilvitecision-making and Profiling for the
purposes of Regulation 2016/679, adopted on 3 October 20T/EN WP251rev.01.

283Handbook on European Data Protection Law (2018).

284Handbook on European Data Protection Law (2018).
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special categories of personal data, in the context of law enforcement, the Directi@6301constitutes
lex specialis®®

5.7 Data Protection by Design and by Default

The concept of Privacy by Design was first widely presented in the #%spedding privacy measures
and privacy enhancing technologies (PETSs) directly into the design of informatioolsgies and systems.
PET stands for a coherent system of ICT measures that protect privacy by elimona&dgcing personal
data or by preventing unnecessary and/or undesired processing of personal datdthallit losing the
(uv 8]}v 0]8C }( 8Z ]Jv(}@%U S]}v «C*S u_X

In the data protection context, the General Data Protection Regulation for the first time addrd3ata
Protection by Design as a legal obligation for data controllers andepsors, referring explicitly to data
minimisation and the possible use of pseudonymisaff8nin relation to that, it also introduced the
obligation of Data Protection by Default, encouraging engineers to incltateqtion of personal datasa
default property of systems and servic@Data protection by Design and by Default are regarded as a many-
sided notion, comprising of multiple technological and organisational elemehish integrate privacy and
data protection principles in systems, devices and ser#tédthough some components can be generalised
and used in different systems without significant alterations, most of them are gtwdkand depend on the
specific circumstances of the processing, calling for the conduct of a specific prekaagsessment both
prior the decision towards the means for processing as well as at the time of the processirtitself.
Whilst not being the sole factor to be considered, the existence of measures to reducetédmtial impact
on individual privacy and data protection allows for an important giestontribution to the development
and implementation of digital surveillance technologies determining the propaatity of a potential
deployment. Where such techniques have been employed, the use of a surseifigstem is more likely to
be considered” %0 (E } %o } & &]Broader range of contexts. Such techniques could alia for example,
involve ensuring that intrusion into someone’s privacy occurred only where ialb&dutely necessary or
that cyberthreat intelligence mechanisms would only be activated where activity likdoe criminal takes
place.

The concepts of Data Protection by Design and by Default are particularlytampon the design and
development phases of every technological project related to the gathering ef éangunts of information,
which might contain personal data or might interfere one way or another wilviduals™ private spheré&>

If such safeguards are not already considered at the design stage, may put obstacleagimgpgivacy
enhancement tools in a later stage and effectively restrict the use of the toobmtexts that only involve
extremdy severe criminality or limit the range of its features.

288 |bid.

283 Cavoukian, A. (2011), Privacy by Design: The 7 Foundational Principles, infofafativacy Commissioner, Ontario,
Canada, available ahttps://www.ipc.on.ca/wp-content/uploads/Resources/7foundationalprinciples.éccessed:
29.07.2018].

290 Communication from The Commission to The European Parliament Andolimcil On Promoting Data Protection
By Privacy Enhancing Technologies (PETs), COM (2007) 228 Final, Brussels, 2 May 2007.

291 Recital 107 of the GDPR.

292|n 2014 ENISA issued the Report on Privacy and Data Protection by Desigimgeovinventory of existing privacy

by design approaches, strategies, and technical building blocks of vaeguses of maturity. In 2015 ENISA provided
a specific Report on Privacy by Design in Big,Rateed at analysing privacy by design strategies and tools in the era of
big data analytics.

23 See  European Union  Agency for  Network  and Information  Security ~ (ENISA),
https://www.enisa.europa.eu/topics/data-protection/privaclyy-design

2% European Data Protection Supervisor (EDPS), Jasmontaite, L. et al [Eds], Implemehisia Protection by Design
and by Default: Framing guiding principles into applicable rulesn®jéhJune 2017. The guiding principles also include
a useful toolkit concerning the implementation of the two data protectsmmemes, as part of data controllers” legal
obligations under GDPR.

2% Quinn, P. (2016), D2.1 Report on the Data Protection, Privacy, Ethical and QraminGtamework Deliverable,
FORENSOR.
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5.8 Transferring data across borders

The data protection framework recognises that free movement of goods, capitalgesand people within

the internal market requires the free flow of data. However, it also assesses the risks that such free
movement may entail for personal data. EU data protection law draws a distinbgtween transfers of

data within the EU and transfers of data to third countries, i.e. outside the EU. It is wonthgrtoon that it

is not yet clear what kind of regime will be agreed between UK and EU, concerninggtfiew of data after
Brexit2%

5.8.1 Within the EU

With respect to the GDPR, the flow of personal data throughout the EU mnauséé from restrictions and

cannot be prohibited by law. Except for the EU Member States, the area of freasflalso expanded to
Iceland, Liechtenstein and Norway. Specifically, flows of personal data withEU for purposes related to
the prevention, investigation, detection or prosecution of criminal offencesherexecution of criminal

penalties are subject to Directive 2016/680.

5.8.2 Outside the EU

For transfers outside the EU to third countries or to international organisatimose stringent rules apply.
The logic behind this legislative choice is that countries outside the Unsgnniot have the same level of
data protection in their law as the Member States. Hence, under EU law, there pri@ciple two ways for
allowing such transfers, either on the basis of an adequacy decision (Article 45 @) Gr in the absence
of sucha decision, where the controller or processor provides appropriate safeguards (Articlé thé o
GLPRY° When neither the country ensures an adequate level of protection, nor theater provides the
required safeguards, personal data can be transferred to third countries only if additionaficosdre met
(Article 49 of the GDPR¥

2% |bjd.

297 Several types of such appropriate safeguards exist.

2% Article 29 Data Protection Working Party, Guidelines on Article 49 of Regulation 201&i®f8ed on February
2018, 18/EN WP262; European Data Protection Board (EDPB), Guidelines 2/2018 on derofyatiticie 49 under
Regulation 2016/679, adopted on 25 May 2018.
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Part Ct Cybercrime and cybersecurity

6. Network and Information Systems Security

6.1 CoE Legal frameworkThe Convention on Cybercrime

The Convention on Cybercrime of the Council of Eufdplenown as the Budapest Convention, is the only
binding international instrument on this issLiEhe Budapest Convention is supplemented by a Protocol on
Xenophobia and Racism committed by means of computer systems. The Cyberanveatidn Committee
(T-CY), the monitoring body of the Convention in 2012 decided to issue Guidaresadiloed at facilitating
the use and implementation of the Budapest Convention on Cybercfiine.

The offences under the Convention can be groupped itdooffences against the confidentiality, integrity
and availability of computer data and systerhbs,computer-related offences;. content-related offences;
and d. criminal copyright infringement®® Under the Additional Protocol, the act of using computer
networks to publish xenophobic and racist propaganda constitatesminal offence. However, it is noted
that the full range of cybercrimas not covered under the Budapest Convention. For instance, identity theft,
sexual grooming of minors and unsolicited spam are not incldtted.

Moreover, the treaty provides a model for mutual information sharing fordhal assistance among law
enforcement agencie¥? Article 23 of the Convention outlines the general principles for international
cooperation in criminal matters related to computer systemas and the cailectielectronic evidence, while
Article 39 of the Convention states that the provisions only supplement multilateralbilateral treaties
already effective between partie§.he adoption of the Convention aims to enhance harmonisation of the
different national legislations and leads to reciprocal criminalisetit

The Convention on Cybercrime has come under severe criticism mainly for two reessfjssome of its
provisions allegedly fail to protect effectively rights of individuals s@cbnd,it is considered in general
inadequde to ensure a cyberspace free of criminal activity, by failing to address thdsnefemodern
investigationor even supposedly infringing on state sovereigfifBrazil, China, Russia and India are non-
signatory parties of the Convention.

6.2 EU Legal framework

6.2.1 The Directive 2013/40/EU on attacks against information systems

The Directive 2013/40/EU of the European Parliament and of the Couti@ilkafgust 2013 on attacks against
information systems and replacing Council Framework Decision 2009829 introduces rules to
counterforce attacks against information systems. lllegal access, system interferenceemeption
constitute criminal offences across tE#¢l The aim of these new rules is the same as the one pursued by the
Cybercrime Convention: to harmonise the criminal law of the Member States in the bagiaaks against
information systems and to reinforce cooperation between Member States' law enforcement awghoriti

299 Council of Europe, Convention on Cybercrime, 23 November 2001, CETS No.185.

300 \Weber, A. M. (2003), The Council of Europe's Convention on Cybercrime, 18 BEekblel.J. 425.

301 |bid.

302 | pid.

303 Gercke, M. (2012), ITU publication - Understanding cybercrime: phema, challenges and legal response,
Telecommunications Development Sector, p.11.

304 bid, p.11.
305 Council of Europe, Cybercrime Convention Committee (T-CY) T-G@ahcBWNote #3: Transborder access to data
~ &S] o ifeU i u E T1iiodlparidiar, Aicke B2Vhas been contentious as it allows local police to

e e EA E+ 0} & v V}SZ E JUVSEC[s ip@)e Jv33}YWU (Blu AJSZ}@s] 3] +]}( 82
In order to enable quick securing of electronic evidence, it allmarss-border access to stored computer data either
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306 Directive 2013/40/EU of the European Parliament and of the Council ohut@ist 2013 on attacks against
information systems and replacing Council Framework Decision 2005/222/JHA, OJ L 218, 14381043,
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On the definition of relevant terms, the Directive refers®té:

x “formation system v &S] The defimtiin is similar to the definition of a computer system
as provided by Article 1(a) die¢ Budapest Conventiofput computer data are explicitly covered by
the Directive as well.

X " lu%ops E S _ ]v TB&e Hlebnition folivs Article 1(b) of the Budapest Convention,
referring to an information system instead of a computer system.

X "eP o % E&-}v_ ]v T@eIEfiaitioh~cov@'s both natural and legal persons from a liability
perspective States, public bodies or international public organisations are excluded.

X "t]sZius E]PZs_ ]vhe@Ed&ihiton addresges a general principle of criminal law and aims
to awid criminal liability for individuals acting either in accordance with domdsticor with the
authorisation of the owner/another right holder of the information system or part of it.

New criminal offences are defideas follows*®®

x lllegal access to information systems in Article 3;

x lllegal system interference in Article 4: The Directive lists eight posadiée namely inputting
computer data, transmitting, damaging, deleting, deteriorating, altering or segging such data,
rendering it inaccessible and two possible results of the respective act, namelgy hindering or
interrupting the functioning of an information system;

x lllegal data interference in Article 5, which refers to any unlawful interfereritle eamputer data
impairing its integrity or availability;

x lllegal interception of non-public transmissions computer data and electromagnetic emissions
from an information system carrying such data in Article 6;

x lllegal provision of tools used for committing the aforementioned offencéstiole 7:In this context,
such tools could be a computer programme, a computer password ootéey data allowing access
to an information system.

X The criminal liability is also extended to incitement, aiding and aimptby natural and/or legal
persons to commit as well as their attempt to commit an offence, in Article 8ingcaiding and
abetting cover all the offences referred to in Articles B whereas the attempt refers only to Articles
4 and 5.

Minimum levelof penalties for offences referred to in the Directive are provided for in Article g akio
account that the offences mentioned above can be committed in one place while theitefféght take
place in another, Article 12 provides for obligations to establish jurisdittzs®d upon: a. the place where
the offender is physically present when committing the offence, b. the location of the targetethation
system, c. the nationality of the offenderd. the offender’s habitual residence, ara the place of
establishment of a legal person for whose benefit the offence is committed. Concezraiginge of
information, Article 13(1) requires the Member States to establish nationalabip@al points of contact
which will be available 24 hours a day 7 days a week and will be expected to reply to urgent redhéasts
8 hours after they have been addressed with a request.

6.2.2 The Directive 2016/1148/EU concerning measures for a high common lesetwfty of

network and information systems across the Union - N Directivé®

The Directive 2016/1148/EId the first attempt for a European legislation on cybersecdtftirhe Directive
2016/1148/EU (hereinafter, NIS Directive) was adopted by the Europeamfartian July 2016 and entered

307 European Commission, Report from the Commission to the Europeaankartiand the Council assessing the extent

to which the Member States have taken the necessary measures in trydsmply with Directive 2013/40/EU on

attacks against information systems and replacing Council Framework Decision 2008/&22/dssels, 13.9.2017

COM (2017) 474 final, p.4.

308 |bid.

309 Directive (EU) 2016/1148 of the European Parliament and of the Councilubf 016 concerning measures for a

high common level of security of network and information systems across the Unian1@4J 19.7.2016, p.t20.
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into force in August 2016. On 30 January 2018, Commission Irapteg Regulation (EU) 2018/151 laying
down rules for application of Directive (EU) 2016/1148 of the European Parliaanenof the Council as
regards further specification of the elements to be taken into account by digital serviceders for
managing the risks posed to the security of network and information systamad of the parameters for
determining whether an incident has a substantial impact was adofited.

According to the Directive, Member Statslould develop a national cybersecurity strategy; desigreate
national authority in charge of the implementation of the Directive, ame@stablish a national single poin

of contact;determine one or more computer security incident response teams (GBIRAd furthermore
implement specific security requirements and other obligations for Operators of Essgatiates (OESs)
and Digital Service Providers (DSPsThe NIS Directive provides security requirements for IT systems
regardless of whether personal datme affected. TheD u & *S S ¢ upeS %o HuS ]Jv %0 A
% E}% }ES]Iv §  vsanttieps fof Afringement casé$.Since its scope of application includes both
1% @E S3}@Ee }( ~ ee v8] 0 » EA] +«_ v A BP Menber SEk$ mu¥b dEtkriine@hich
organisations are subject to the rules, since different obligations are foreseen for OESs and DSPs.
Operators of Essential Services (OESs)@r < u] E taks Jappropriate and proportionate technical and
organisational measures to manage the risks posed to the security of network andatifomraystems v
‘appropriate measures to prevent and minimise the impact of incidents affectinggitwgrity of the network

and information systems used for the provision of such essential services, with a viemsudng the
continuity of those services™*OES Z A 3§} Eiéide@sShaving a significant impact on the continuity
of the essential services they provide without undue delay to competent aitit®or CSIRTs set up by each
Member State. According to the Directive, there are seven sectors of essential services, these being energy,
transport, banking, financial market infrastructures, health, potable water supply istrdbdition, and digital
infrastructures.

Digital Service Providers (DSPs) - online marketplaces, online searchsesgihcloud computing service
providers - also have obligations to safeguard the security of their networkirdatmation systems and
minimise the impact of security incident® Member States cannot increase these requirements, except for
reasons of national security or justice matters, but they can place more strigatibhs on OES$ DSPs,

like OESs,areku]E 8} v}8](C Jv ] vse 3Z 8§ Z A thejr offeredsseroeices| in #e E3J } v
without undue delay?’

6.3 Atthe Member State level

In order for the Cyber-Trust project to achieve an effective design, it will have tonde early in time its
area of action, in other words the type of cybercrimes that it will try to detect mmitijate, taking into
account what is accepted as cybercrime in the different jurisdictions, where the systeme wébloyed and
that not all types of what is commaonC %0 S « N Cin ri&n-{&gplese are prosecuted.
Therefore, in this section, we will examine what is the state of the national legistzoncerning cybercrime
and cybersecurity, based on the obligations introduced by the CoE CybercrimenGamesad the above EU
Directives, with emphasis on Directive 2013/40/EU since the NIS Directive still requiresradiserside of
the Member States in order to be fully transposed. As a general observation, Member Statesrhadpose
the NIS Directive into their national laws by 9 May 2018 and identi§raiors of essential services By
November 2018. However, due to the fact that a large number of statésdfad communicate any

31 Yyulee]}Vv /u% o0 u v3]VvP Z Ppo §]}v ~ he TiidliAi JAM Eup EQGE i GG C]VB]}V }(
~ he Tii0liiod }( §Z ME}% v W Eo] uvs v U&ESZ wHvwBo [{]ESPIVE}¢ $Z o u
§1v ]vs} JuvE C JP]S 0 » EA] %SE}AB]E-%}E uSy $QvP pE]SC }( v SA}E!
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FiXTXT116aJ fbX
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implementation measures by the May deadline, the European Commission salyt 2018 a letter of formal
notice to 17 Member States to fully comply with their obligations under EJYaitaly, Cyprus and UK have
already transposed the NIS Directive into national law, whereas the drafting of the relevant lexisl il

in progress in Greece, The Netherlands and Luxembourg. Nevertheless, most ofrttiee Metates have
already adopted National Cybersecurity Strategies.

i. Cyprus
The primary laws in the field of cybercrime &te:

x The Law 22(ll1)/2004 ratifying the CoE Convention on Cybercrime (Budapestn@an). The
Additional Protocol to the Convention on Cybercrime, concerning the Giiization of Racist and
Xenophobic acts was also ratified by Law 26(111)/2004.

x Law 112(1)/2004 regulating Electronic Communication and Postal Services.

x Law 183(1)/2007 on the Retention of Telecommunication data for the investigatioserious
offences, which transposed the Data Retention Directixen though the Directive was invalidated
by the Court of Justice of the EU, the national law is still valid.

x Law 91(1)/2014 that revises the legal framework on the prevention and combating sexual abuse and
exploitation of children and child pornography. This legislation ratified the EU Directive 2(BW/9
and covers child pornography, grooming and notice and takedown.

X Law 147(i)/2015, transposing the Directive 2013/40/EU oadatt against information systenithe
adopted legislation covers all the definitions in the Directive 2013/40/EUrefeds explicitly to the
criminal offences of illegal access being committed by infringing aisemeasure, and of the illegal
system interference. Concerning the transposition of Article 5 (illegal data interferencejréoie
6 (illegal interception), Cyprus used in its legislation the same text as in the Diféttive.

The National Cybersecurity Strategy, the main instrument for coordinating the natiomatseffgainst
cybercrime, was adopted by the Ministerial Council in 2018, in accoedaith the requirements set out in
the NIS Directive. The Office of the Commissioner of Electronic Communicatidri®ostal Regulations is
responsible for its implementation and monitoring. The NIS Directive was rimepked with the Law
17(1)/2018 of 5 April 2018 on Network and Information Systems 8gdéeirWith this law, Cyprus adopted
the definitions of OESs and DSPs presented in the NIS Directive and establigtoedpiééent national
authority, opting for a centralised model (Articles 2 and 3 of Law 17(1)/20b8)CBIRT will be part of the
competent authority and will receive guidance and oversight (Article 3 of Law 17(1)/2018

ii. Greece
An overview of the Greek Laws and Presidential Decrees applicable in the cglserofime is, as follow&?
x > A 1i1iliodi ~/vE oo 3 pemtdé BHtbanEciIfuLal igs « V
x > A 111Ali66d "&}E 3Z % E}S 3]}v }( (E }u }(GE % ydeduntli Juupv
today;
x L A16006ITi11 ~KafioR anfioperatonofSZ d o }uupv] §]}ve o« S}E _V

X WE& ] vs] o & 00I17T11A d acdnical anGorganisational provisions to intercept
§Z « & C v » UpE]ISC }( }uupv] S8]J}v_V

318 European Commission, Fact Sheet - July infringements package: kéynded@sussels, 19 July 2018, available at:
http://europa.eu/rapid/press-release MEM@8-4486_en.htm[Accessed: 27.08.2018].

819 Crime Combating Department, Relevant Legislation, available at:
http://www.police.gov.cy/police/police.nsf/All/D753CDF2D439A9EAC225829C003B75DDxigpement [Accessed:
06.08.2018].

320 More information on EUR-LEX, available at: https://eur-lex.europa.eu/legal-
content/EN/NIM/?uri=CELEX:32013L0(JAacessed: 30.08.2018].

321The relevant legislation in Greek may be found hetr://www.cylaw.org/nomoi/arith/2018 1 017.pdfAccessed:
27.08.2018].

322 papathanasiou, A. et al. (2014), Legal and Social Aspects of Cyber Crimedn Bieemocracy, Security, Privacy
and Trust in a Digital World (5th International Conference, E-Democracy 2013, ABreese, 5-6 December, 2013),
Revised Selected Papers, Volume 441.
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x Presidential DecreéfiilTiiiWw ~ JP]S o "]Pv Spu&E +_V
X WE& ] vs] o & iriltiiiw ~ o SE}v] luu E § X_
x > A i80il1110 "WE}S 3]}v }( % E-+}v o 8 % EYy sZeder of %o E ]/

telecommunicationst u v u v§ }( > A 18011i66060_ v 3§Z (y&Aspdsihg BOPR> A
and the Directive 2016/680 into domestic legislation;
X Law 3431/2006" o S&E}v] ltuupvy §F& E leepn o _
X > A 1000817116 "SE vP3Z v]wnkl fEamewpvle §0 Protef} the privacy of telephone
communication and other issuesV
x Law 360111116 ~/ catioh.of owners and users of mobile telephomeEA] ¢ v }3Z E Jeop -
x > A idi6ltiii ~Z § v§]}v }(nisation Jata and other issuesX

Until recently, the Greek Crimin@lade (GCC) did not include any laws referring exclusively to the internet
and relevant criminal activities. General criminal laws applied, along with the e@ "*% ] o @&]Ju]v
laws_. In 2016, the Law 4411/2016 on the ratification of the CoE Convention on Cwgieerand the
transposition of the Directive 2013/40/EU came into force. The Law broungbt,alia the following changes

in the Criminal Cod#&?3

Whoever, without right, gains access to whole or part of an information system maseibtenced to
imprisonment3?* In the case of critical infrastructures, the imprisonment may be at least 2 $&afke
investigation and prosecution of such an offence are subject to a complaint by ithien.3° The
aforementioned provisionsf the Criminal Code make hacking/cracking of any sort without permission,
irrespectiveof any intention or damage, illegal. This way, even minor attacks are criminaRedelvant
criminal offences are also covered in Article 292a of the Criminal Code.dikcroo this Article, access
without right to a connection or network of telephone communicatiomsaoftware system is criminalised,
as well as access without right to a network of electronic communicatfdns.

Whoever without right seriously hinders or interrupts the functioninguinformation system (DoS & DDoS,
as well as acts of hacktivism) by inputting computer data, by transmittiamaging, deleting, deteriorating,
altering or suppressing such data, or by rendering such data inaccessible, Fapiees a criminal offence,
with imprisonment328 If the interference caused serious damage, the offender is sentenced to at least 1 year
of imprisonment®?° If the crime was committed by an organised te&hor against critical infrastructure, the
offence is punished with stricter sanctiof Identity theft, following the Cybercrime Convention paradigm,
is not included as an offence against the functioning of an information system.

Deleting, damaging, deteriorating, altering or suppressing computer data anfammation system, or
rendering such data unusable or inaccessible, intentionally and without iglpinishable as a criminal
offence, with at least 3 years of imprisonmeé#t.Depending on the damage caug&dr on whether the
crime was committed by an organised crime group, or against a critical infrastruttereyravity of the
offence would be different®* The aforementioned crimes are dependent on a complaint by the affected
victim 3% These provisions criminalise attacks with viruses and malicious software.

323 More information on EUR-LEX, available at: https://eur-lex.europa.eu/legal-
content/EN/NIM/?uri=CELEX:32013L0(JAacessed: 30.08.2018].

324 Article 370c para 1 GCC.

325 Articles 370c para 2 GCC and 3 of the Directive 2013/40.

326 Article 370c para 3 GCC and Article 3 of the Directive 2013/40.

327 Article370a GCC.

328 Articles 292b para 1 GCC and 4 of the Directive 2013/40.

329 Articles 292b para 2 GCC and 4 of the Directive 2013/40.

330 Articles 292b para 3 GCC and 4 of the Directive 2013/40.

331 Articles 292b para 4 GCC and 4 of the Directive 2013/40.

332 Articles 381a para 1 GCC and 5 of the Directive 2013/40.

333 Articles 381a para 2 and para 3 GCC, and 5 of the Directive 2013/40.
334 Articles 381a para 5 GCC and 5 of the Directive 2013/40.

335 Articles 381a para 6 GCC and 5 of the Directive 2013/40.
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Whoever intercepts, by technical means, non-public transmissions of computer ddtarno or within an
information system, including electromagnetic emissions from an indtion system carrying such
computer data, intentionally and without right, in order for them or someetfse to have illicit knowledge
of the intercept conten£® may be sentenced maximum 10 ye&rsConcerning illegal interception, the
Greek law requires special intention, in other words, to gain knowledge, haveo®io gain, or cause
disadvantage.

The intentional production, sale, procurement for use, import, distributontherwise making available, of
one of the following tools, without right and within the intention fort@ be used for the commitment of
cybercrimes as described in the previous articles, and in parti¢tlar:

(a) a computer programme, designed or adapted primarily for the purpose of dtimgrany of the offences
referred to in Articles 292b and 370b, 37¢a 870d:

(b) a computer password, access code, or similar data by which the whole or anyf parinformation
system is capable of being accessed.

Therefore, the aforementioned provisions criminalise the preparatory acts of criminal acts, sinehues
of botnets. In order for the research in the field of security of information systerstay outside the scope,
the creation and use of such todksonly criminalised if there is an intention for them to be used for the
commission of criminal acts. So scientists or white hat hackers who check the setwityystem for
purposes of research or with specific permission, are exclé¥feldast but not least, offences of using
information systems for sexual grooming of minors and computer frawtydimg the interference without
right with an information system or accessing information, which are capable of causimgtary damage
were also included in the Criminal Code with the Law 4411/2016.

As for the implementation of the NIS Directive, Greece has adopted its cybetgatrategy and has taken
actions to implement the rest of the points raised in the text of the Directive, wgrtdwards the adoption
of a legal frameworR4°

iii. Italy

Concerning the transposition of the Directive 2013/40/EU, which was transposed in the Iggisiation in
2015 and introduced 39 amendments in existing laws, similar termigdkgsed to describe the criminal
offence of illegal acces$ Concerning the use of criminalised tools, though, the new provisionsreequi
specific intent to inflict damage or to act fraudulently. Concerning illegaiception, the Italian legislation
excludes from its application the electromagnetic emissidhs.

Moreover, the Italian Criminal Code and special laws on copyright&protection of credit cards cover all
the offences under Articles 2-10 of the Budapest Converifiobinder Articles 24 and 24bis of Legislative
Decree no. 231 of 8 June 20@frovision has also been made for the liability of legal personsdiormission

of some cybercrimes for their own benefit. The Ministerial Decree of 28 APB8 has set out specific
investigative areas of competence for the Post and Communications Police inetteofi critical
computerised infrastructures and the regularity of telecommunication services eocttitd pornography and
intelligence gathering for cybercrimes related to the illicit use and forgery of mefmayment. Under Article

2 of Decree-Law of 18 February 2015 no. 7, converted with amendments intod.al8 of 17 April 2015,

336 Relevant crimes are included in the Article 292a, 370a, 3f0870c GCC, in Article 15 of the Law. 3471/2006
concerning the protection of electronic communications and the Article 10 of #ve3115/2003 for the confidentiality
of communications.

337 Articles 370d para 1 GCC and 6 of the Directive 2013/40.

338 Articles 292¢ para 1 GCC as well as 370e para 1, and Article 7 of the Directive 2013/40.

339 Recital 17 of the Directive 2013/40.

340 Maglaras, L. et al. (2018), NIS directive: The case of Greece in Security and Safety

341 More information on EUR-LEX, available at: https://eur-lex.europa.eu/legal-
content/EN/NIM/?uri=CELEX:32013L0(JAacessed: 30.08.2018].

342 Council of EuropeStatus regarding Budapest Conventibttaly, coe.int

343 Law of 22 April 1941, no. 633 on Copyright, that also lays down crimirziosanin relation to alleged violations on
the Internet (Article 171 et seq.); Criminal law protection of credit cards und@lé\55 of Legislative Decree of 21
November 2007 no. 231.
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the role of the Post and Communications Police was reinforced inghedpainst terrorism, including the
internet. Last but not least, the Electronic Communications Code (Legifdattree 1 August 2003, no. 259)
includesthe related obligations for Italian telecommunications companies.

In February 2017, the Italian Council of Ministers adopted a Decree on cyber tiwatend on national
cybersecurity as a first step to transpose the NIS Directive, which further reinforced the tble Ioiter-
ministerial Committee for the Security of the Italian Republic in impl&iing cybersecurity measures
described in the Directive, and provided guidelines to increase the leegbefsecurity in the countr$#* In
May 2018, the Italian Government adopted the Legislative Decree 65/2018, eveniaaigposing the
Directive, without, however, finalising its implementation process since talgt still update its national
cybersecurity strategy and regulate the regime of its CSfRT.

The Decree entered into force in June 2018 and faldthe scope of the Directive entirely, identifying the
competent Authorities and their respective taskéConcerning which OESs and DSPs are covered under the
Decree, Italy sticks to the NIS Directive recommendations. The Decree repeats the sana spmeity
requirements laid down by the NIS Directive to be taken into consideration by OESS&sdand requires
and establish their duty to notify, without undue delay, alleged security breaches taatfenal CSIRT. With
regard to the national authorities in charge of the implementation of the Decrektl@ supervision of its
compliance, Italy chose a decentralised sedipisector model, led by five Ministries. In case of breach of
obligations, the competent authorities may impose administrative fines up toODBOEuros.

iv. Luxembourg
The most relevant piece of law in Luxembourg is the Act of 18 July 20C4kmrcrime, transposing the
Directive 2013/40/EU and introducing into natidiawv the amended Directive on the protection of private
life and electronic communicatior?4’ The Budapest Convention was ratified a year [#erOther
documents relevanto cybercrime are’*®

X The Luxembourgish Criminal Code;
The Luxembourgish Code of Criminal Procedure;
The Law of 15 July 1993 aimed at reinforcing the fight against economic crimerapdter fraud;
The Law of 14 August 2000 on electronic commerce;
The Law of 18 April 2001 on copyright, neighbouring rights and databases;
The amended Law of 30 May 2005 establishing specific rules for the protectimivaty in the
electronic communications sector.
Concerning the transposition of the Directive 2013/40/EU, the scope of the nationsiatem is broader,
with regards to illegal access to information systems. Article 7 of the Diraxriiminalises a number of acts
concerning tools such as computer programmes or access codes for committingagheesfimentioned in
Articles 3-6: the production of such tools, their sale, procurement for use, impsttikdition or otherwise
making available. The Luxembourgish legislation criminalises all acts ralatexidreation and use of such
tools. As for lllegal data interference, the Luxembourgish legislation covers only soneeattiernative acts
described in Article 5 of the Directive.

X X X X X

344 Guastamacchia, F. (2017), The role of blockchain in revolutionizing amgamizing security: Evidence and policy
recommendations, LUISS Universita Guido Galli, p.51.

345 Cyber Security and NIS Directive: the Italian implementing Decree, 29 June 2@&b8it bibl

346 | bid.

347 Council of the European Union, 7th round of Mutual EvaluatiorespFactical implementation and operation of
European policies on prevention and combating cybererifiReport on Luxembourg, Brussels, 2 May 2017, 7162/1/17
REV 1, p.34.

348 More information on EUR-LEX, available at: https://eur-lex.europa.eu/legal-
content/EN/NIM/?uri=CELEX:32013L0JA8cessed: 30.08.2018].

349 Computer Incidence Response Center4#Rinformation security - laws and specific rulings in the Granthipof
Luxembourg, circl.lu

Copyright® Cyber-Trust Consortium. All rights reserved. 58


https://eur-lex.europa.eu/legal-content/EN/NIM/?uri=CELEX:32013L0040
https://eur-lex.europa.eu/legal-content/EN/NIM/?uri=CELEX:32013L0040

CyB ST
D3.1 Regulatory Framework Analysis

As for the implementation of the NIS Directive, in March 2015 Luxembourgtextidps updated
Cybersecurity Strategy® while in June 2018 the government announced the first steps towards its
transposition into Luxembourgish Law, with the modification of the Law afuR82016 creating the Haut-
Commissariat a la Protection Nationale, as well as the modified law of 20 April 26@8iskéng the Centre

de Technologies de I'Information de I'Eat.

V. The Netherlands

In order to comply with its obligations under the Cybercrime Convention, tikehBZriminal Code included
under the Computer-crime Law (CC-Il) in 2006, the following crimes as défnAdicles 2-6 of the CoE
Cybercrime Conventiord® illegal access, unlawful interception, data manipulation, computer sabotage.
Articles 7 and 8 of the Cybercrime Convention were already implemented as fditogery of documents,
according to Dutch legislation a document includes an electronic document hsGeehputer fraud was
covered by traditional provisns. Offences related to infringements of copyright and related rights were
covered by the Copyright Act (Auteurswet 1912). Attempt, aiding and abetiisgcovered explicitly, while
corporate liability is covered by general provisions.

Concerning the transposition of the Directive 2013/40/EU, the adopted itb 28gislation follows the
proposed terminology by the Directive to describe the criminal offence of illegal at®ééssfor illegal data
interference, the Dutch legislation covers only a few of the alternative acts described dte Artof the
Directive, whereas interception of electromagnetic emissions is not considezgdlilOther cybercrimes as
laid down in the Directive (hacking and spamming, illegal distodfatata and illegal interception of data)
were already implemented in the Dutch legislation, as seen above thanks to the @urmpme Law of
2006 Penalties were also increased to 2 years imprisonment, in accordance with the obligafrticle 9

of the Directive Furthermore, aggravating circumstances were added to the Dutch Criminal Code that lead
to a maximum imprisonment 6 1 C &=+ Jv ¢ }( %o 0 }&fud5 yehsin Ease of committing

a cybercrime causings E]}ue (wrRgaind $Z Jv(}EuU 3]}V *CIVv( @ (3 EALiSupE
to the judiciary, however, to decide what shoul }ve] & 7~ &E]}dsincathP Directive did not
give any definition on that matter and the Dutch law did not include any, either.

The investigation, prosecution and punishment of crime in The Netherlandgoae¥ned by the Code of
Criminal Procedure, which sets the procedures for dealing with different typdfeoices. Nevertheless, the
Dutch parliament is considering two new laws that would expand the capabilitidseahtelligence and
security communities and provide them with additional tools and authoriteesntvestigate and combat
advanced cyberattacks. On the one hand, the Data Processing and Compulsory Ré&pdrérsgecurity Act
(Wet Gegevensverwerking en Me %0] Z8 C @&+ UE]SCe A}po Jv E + 3Z %}o0]
serious cybercrimes. On the other, the new Computer-crime Act Il (Wet Computercrimiriéiteiould
grant special powers to police and other investigative services to remotetyat#ilt or hackt the computers

of suspects under certain conditions. The law requires from the police to imméddiselose any software
vulnerability discovered, including zero-day vulnerabilities, to the softwaneeldpers. Both laws have
already passed in the House of Representatives but have yet to be voted uporSartate.

As for the implementation of the NIS Directive, the transposition of the Cybersecumity tL
(Cybersecuritywet (Csw)) is still in progress and it is going to repeal the edestirof 1 October 2017 (Wginc
regarding the processing of data and the duty to report cybersecurity, which covers mamg tafpics
introduced with the NIS Directivi& Nevertheless, the Dutch cybersecurity agenda was adopted and

350 The text of the National Cybersecurity Strategy Il can be found htps://www.enisa.europa.eu/topics/national-
cyber-security-strategies/ncss-map/Luxembourg_Cyber_Security strategy.pdf

351 For more information, see:https://www2.deloitte.com/content/dam/Deloitte/lu/Documents/riskiu-rna-nis-
directive-implementation-luxembourg-law-12062018.pdf

352 Council of Europe, Status regarding Budapest Converttidre Netherlands, coe.int

353 More information on EUR-LEX, available at: https://eur-lex.europa.eu/legal-
content/EN/NIM/?uri=CELEX:32013L0(JAacessed: 30.08.2018].

354 European Commission, Implementation of the NIS Directive in The efl@®ids, available at:
https://ec.europa.eu/digital-single-market/en/implementation-nis-dative-netherlands [Accessed: 28.08.2018].
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published earlier in 208,%° and the National Cybersecurity Strategy was already introduced in 2011 and
updated in 201356

Vi. United Kingdom

The extensive legislation in thiKon cybercrime includester aliathe Computer Misuse Act 1990, the Police
and Justice Act, the Serious Crime Act, the Terrorism Act, the Regulation ofgeegtPowers &, the
Telecommunications Regulations and the Data Protection Act 2018.K etitied the Budapest Convention

in 2011. The British law makes a distinction between a cyber-enabled crimecghdracentric crime. Cyber-
centric crimes include crimes brought about due to the existence of computers, wheybas-enabled
crimes have always existed but nowadays are greatly facilitated by computehsasdiraud®’

The Computer Misuse Act 1990 (CRtAFonstitutes the central piece of UK legislation relating to cyber-
crimes such as hacking and DoS attd&k§he 1990 Act does not define what is meant by g u %o J StoE _
allow for technological developmentt describes three offences: a. unauthorised access to computer
material, b. unauthorised access with intent to commit or facilitate the commissidaritfer offences, c.
unauthorised acts with intent to impair, or with recklessness as to impairing, the opeatitie computey

etc. The 1990 Act has been amended twice, by the Police and Justice Aar2DBg the Serious Crime Act
2015. Two more offences were added: d. unauthorised acts causing or craashgf, serious damage and,

e. making, supplying or obtaining articles for use inecgtimes t intent is not required in that case. The
offence (d) is the most serious crime covered by this Act and has a maximum sentefeendfdieas the
other offences carry a different potential prison sentence, ranging from 2 years to 10 years.

The changes introduced by the Serious Crime Act in 2015 were aimed to cover partiguinements of the

EU Directive 2013/40/E8° Moreover, the Computer Misuse Act was amended in a way to include offences
which are committed even by suspects who are located outside df/fat the time of the offence, insofar

as the act is illegal in that country too and the offenderli#iaational®®! The Police and Justice Act amended
the Computer Misuse Act to includé:pauthorised acts with intent to impair the operationaf } u %o us & _
which adds DoS attacks as an offence, even if the disrupt is only temporary. Agdorttie Terrorism Act
1111 WAn éffence is committed if the action] is designed seriously to interfere with or seritwudigrupt

an electronic system®®?

Lastly, concerning the requirements laid out in the NIS Directive, the DigitabClzerof January 2018 brings
together a broad, ongoing programme, which will evolve as technology changesjngcéiricter guidance

for cybersecurity policie¥® The UK Network and Information Systems Regulations 2018 (the NIS
Regulations) came into force on 10 May 2018 to transpose the NI&i##* The NIS Regulations 2018
impose obligations to OESs, who operate in the fields of energy (electricijpdogas), transport (air, rail,
water and road), health (hospitals, private clinics and online settings), digitastructure (domain name
registries, service providers and internet exchange points) and water (drinking sugiely and distribution)
(Article 8 NSRegulations). Nevertheless, appropriate authorities also retain a discretionary powen withi
their sectors to designate an organisation as an OES, where a cyber incident affectimgdhaagion would
likely have a significant disruptive effect on the provision of essentiaicestvAs DSPs qualify providers of

355 The Dutch Cybersecurity Agenda, available in Duitichs://www.nctv.nl/ncsa/index.aspfAccessed: 28.07.2018].
356 |Information was taken fromhttps://hollandfintech.com/2018/03/fight-cybersecurity-netherlasfl [Accessed:
28.08.2018].

357 Graceful, H., UK Cyber Crime Law, 15 June 2016, gracefulsecurity.com

358 The Crown Prosecution Service, Computer Misuse Act 1990 - Legal Guidance: Cyhecfiord] cps.gov.uk

39 Cyber Crime And Security t House Of Commons Library. (n.d.), available at:
https://commonslibrary.parliament.uk/key-issues/cyber-crime-and-seglifiAccessed: 20.08.2018].

360 More information on EUR-LEX, available at: https://eur-lex.europa.eu/legal-
content/EN/NIM/?uri=CELEX:32013L0(JAacessed: 30.08.2018].

361 Uk Cyber Crime Law Gracefulsecurity, available at: https://www.gracefulsecurity.com/ukezytrime-law/
[Accessed 20.08.2018].

362 bid.

363 Kalis, P., NIS Directitaipdate for the Netherlands, Leiden Law Blog, 31 January 2018.

364 The legislation is available online at: https://www.legislation.gov.uk/ukdiZ506/made
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online marketplaces, online search engines or cloud computing servicem@sa$ the head office is
established in theJKor they have appointed a legal representative, and do not fall under the defirofio
micro or small enterprises.
The NIS Regulations impose two categories of duties to OESs and DSPS: an abligké@ppropriate and
proportionate measures to ensure security and a duty to notify the competent aitig®in case of a security
breach. In relation to the security measures, the UK government has adopted a principles-based gpproach
rather than prescriptive rules. As for the obligation to notify, OESs are obliged to repibit mmpetent
authorities any]v ] v§ $§Zs & sighificant impact on the continuity of the essential service which that
K " %E}A] « U AZ]Jo ~We Gny incdpRt hagihga)siibé@nttal impact on the provision of
VC }( 8Z €€ o A vse ]RilSout und@ Al¢lay ahd do later than 72 hours after the incident
came to their knowledge (Articles 11 and 12 of NIS Regulations). As for which @eghqualify as
competent, UK followed a decentralised sechyrsector model, rather than appointing one central
competent authority (Schedule 1 of NIS Regulations) and can impose a financial pertal#y17m (Article
18 of NIS Regulations). Information sharing among the competent authorities can dat@nécessary and
proportional to the requirements of the NIS Regulations (Article 6 of NIS Regulations).

6.4 Special issues in relation to netwakinformation system security

With the reformed data protection package entering into force only a few months ag@aaather quick
change being witnessed in the digital ecosystem, there is still some obscurity as for hdie sp¢icins will
be implemented and interpreted until the courts start delivering their first decisions on casesyeungjt
before them. Thus, it is considered handy to address a couple of specific vesishsmight create data
protection concerns and other legal implications during the creation anceingahtation of the Cyber-Trust
project, within the context of cyberthreat intelligence gathering for the detection amtigation of
cyberattacks.

6.4.1 Web crawling and data scraping

For the end-users of a Cyber-Trust prototype are not identified yet, it is deemedsageo discuss the
issue of the use of web crawling and screen scraping tools both under GDPR aligkianqd criminal justice
context. As of today, there is no specific law defining the legal status of scraping or prghitdtitogether.
However, such tools do not only raise concerns of data protection and privdisybroader sense, as seen
in the relevant section 3.4.2.2 but also issues which are covered by other fielg,ainbre specifically
intellectual property rights, as recently shown in the CJEU case law. Since thetahimfiormation being
scraped is enormous, the theoretical possibility that this information may copetisonal data cannot be
excluded. Moreover, this collection and storage of an individuals informatiorchwiould often happen
without her knowledge could raise an issue of data protectfdin that case, as well as in case of doubt, the
controller will need to ensure that the processing is compliant with the relevant data proteletipslation.
The use of web crawlers, as an automated investigatory measurintilligence and law enforcement
purposes, brings the question of authorisatittASuch automated measures must be authoribgdlomestic
or EU law, and its deployment must be carried out in accordance with those¥a#%sHowever, when
crawling takes place on restricted access souttesill most likely require prior judicial authorisation or at
least a kind of authorisation by the owner of the source, in line with thia gmotection and privacy
framework®® Depending on the country where the investigation is conducted, accessingctexbtfora

365 Rubinstein, I.S. Big Data: The End of Privacy or a New Beginning? In InterBatiarfalivacy Law, 2013, Vol. 3, No.

2, pp.7487.
366 Recital 35 Directive (EU) 2016/680.
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870 Zouave, E. (2017).
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could be as well considered an interception of content data or a seizurengfwter data®’* Moreover, as

for the access to open sources, since the use of web crawlers could cause DDoS or sevetdlyeaffe
availability of a servicea prior risk assessment may have to take place and a permission for jamming
communications may be necessamysome jurisdictions’?

Nevertheless, information acquired with these methods still poses legal challenges, wiltitie briefly
introduced in Part D of this documenthe legal uncertainty that arises from using new investigatory
technologies can be reduced if privacy and data protection by design addfaylt are implemented, as
discussed in section 5% In the case of the web crawling for the creation and use of the Cyber-Trust
prototype, it must be ensured that personal data that may be found during the searches taieezbby
lawful means by the organisation that provided the data to the specific websit@noappropriate legal
ground (such as consent, legal obligation, public or legitimate interfeisteocontroller) and that the data
shared via the portal or website are proportionate. A cagesase analysis is particularly important regarding
A E Ao]vP (}JE § ~ A ]o since harvégingéaia wih web-crawlers raises very significant
guestions concerning necessity of the processing as well as the reasonable expsatétite data subjects,
purpose limitation and accuracy of a database populated in such a manner.

Although not related to data protection, another legal issue could arise GJEU held that the scraped non-
creative content but rather factual data from companys website were not protected by intellectual
property rights and therefore another organisation scrapingthiata did not infringe upon the compalfy
intellectual property®”* The CJEU emphasised, however, that it is possible for a website owner to restrict the
re-use of the mined data through the terms of use applicable to his or her welstaerefore, if someone
accesses a website, consenting to the terms of use which enclose a restrictthe oaruse of data, any
subsequente-use may hold them liable for breach of contréét.

All in all, although there is no specific law against scraping or ushiglguavailable information which has
been obtained through the use of automated scrapiools, the user maybe held liable if the scraping and
subsequent use of the scraped information infringes the w]§  } A vin@El[ectual property rightor, if

the user violates the terms of use of the specific web%itedgain an assessment of whether there is an
infringement or not will take place on a cakg-case level, in particular with regards to searches in the dark
web.

6.4.2 Profiling of 10T devices and blacklisted IP addresses

The Internet of Things (loT) jsv & +S}} &]globaf network infrastructure, linking physical and virtual
objects through the exploitation of data capture and communication capabiliigis.infrastructure includes
existing and involving internet and network developments. It will offerc#jr object-identification, sensor
and connection capability as the basis for the development of independeoperative services and
applications. These will be characterised by a high degree of autonomous data capture, ranefert
network mnnectivity and interoperability3’® Technological advances and improvement of the capabilities
of big data analytics, artificial intelligence and machine learning nouridiilipgoand automated decision
making with the potential to]u % & ]v ]A] his and[fré&ddms significantly.

TheCyber-Trust project aims to collect and evaluate information that may charaetéoT devices and the
E o Avs v3AIEI ]Jv PVv EoV &£ u%o « Jv olpPE]SCEU 3]11A] pui]&EuAW
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critical OS files, whether software patches have been installed, exposure to known villtiesalmetwork
behavioural patterns (e.g. traffic volume and protocols), and services utilisationnfidrimation will have
asa result the profiling of devices, with signs of alleged past, present or fatalieious activity. There is the
theoretical possibility that the device profiling could lead to the profilihthe individual user, in particular
with the storage of data on a platform with blacklisted devices and IPs. Since the lggstifdlse positives
cannot be excluded, it is worthy to examine the implications of such a scenario.

The relevant legal framework to assess privacy and data protection issues raised by thethe EU is
composed of GDPR as well as specific provisions of the e-Privacy Diéditiele 6 GDPR provides the
lawful bases for processing in the context of profiling or automated decisiaking. In the case of Cyber-
Trust, Article 6(1)(a) and 6 (1)(f) are the grounds with the most relevance, as also seerims&cti

The GDPR defines profiling in Article 4(4) as any form of automatedgsing of personal data consisting of
the use of personal data to evaluate certain personal aspects relating ttusahgerson, in particular to
analyse or predict aspects concerningthay SHE 0 % Ee}v[e % E(}EU V § AJEIU  }v}t
personal preferences, interests, reliability, behaviour, location or movem®hlsis clear that the choice of
the wording suggests that profiling involves some form of assessment or judgment.

Automated decision-making, on the other hand, has a different scope and may pandllgmwith or result
from profiling38! Strict automated decision-making is the ability to make decisions based orotegiual
means without any human involvement. Automated decisions can be basadytype of data, thus if the
data used in an automated decision-making or profiling process is inaccurate, arydesigion or profile
will be flawed®? As a result, any platform of profiled or blacklisted devices or IP addresses wilibe
created in the Cyber-Trust project needs to be keptajgate and accurate, to as great an extent as possible
The finding of a correlation does not entail that this correlation is significarglevant As an automated
process only make assumptions about an individual’s behaviour or atbdstics, errors cannot be
eliminated, and therefore, a balancing exercise is needed to weigh the riskgfthese results. Profiling
techniques carry potential dangers because they are often invisible to indivied@sanight not expect such
a process or may not be capable to comprehend how the process works and in whttisvagocess can
affect them. Moreover, the decisions taken may lead to significant adverse effects forisdividuals®®®
Article 22(1) of the GDPR narrows the circumstances in which solely automate@mieacan be taken,
including decisions based on profiling, that can have a legal or similaiifjcsigneffect on individuals. When
human involvement is required, this has to be active and not just sjimibhe question is whether a human
reviews the decision before it is implemented and has the discretion to ialter whether a person blindly
applies the decision taken an automated systemif the process is fully automated, due to the high risk
that the processing poses to the individual, a data protection impact assessmaritigdhke place before
any decision is mad&?

If the Cyber-Trust prototype is used for law enforcement and justice matters, theesyptbcific domestic laws
will have application in this respect. Nevertheless, based on the Opinion oleAtl Working Party on the
Directive 680/20182€3+Z P v & 0 % @R ]ajtdiated vindividual decision', including profiling,
havingan 'adverse legal effect' or 'significantly affecting' the data subject should be respeci®anfiortant

to highlight that a typical adverse effect resulting from automated decisangd be the application of
increased security measures or surveillance by the competent authoriffedNational laws providing
exceptions to this prohibition must provide suitable safeguards for the rights and freedlotiaga subjects,

3 ES] o 16 § WE}S 3§]}v t}EIIVP W ESCU K% ]v]}lv 0+ vd8Z 25 BVZS M3dZAv
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including the right to obtain human intervention, in particular, to exg&rdis or her point of view, to obtain
an explanation of the decision or to challerigé®®

To ensure privacy requirements while still supporting accountability, the data collectdeeigyber-Trust
platform will have to be secured with all the necessary and appropriate safeguards.

6.4.3 Deep Packet Inspection and network traffic

When a user transmits a communication via the internet, this transmitted infoomais divided into
packets®’ which are transmitted across the internet from the sender to the recipient, incluaingng
others, information about the source and the destination. Each packet has tvs, plae IP payload that
includes information, whichis addressed only to the recipient, in other words, the content of the
communication®® The second part of the packet is the IP header that includes, among others, the address
of the recipient and the sender. ISPs and other intermediaries ensure that IP packets traveltlagross
network through nodes that read the IP header, till their final destination. Such @utst@se common agreed
language to carry the communication, and once the package has been forwarded to thdexthe router

does not need to keep the information any longét.

This network traffic can be analysed, for different purposes, with the use of ingpdethniques
characterised by different level of intrusivenes¥? In Cyber-Trust deeper packet inspection will be likely
applied. In that case, the researcher may access the information which is addressed to prentaxfithe
communication, depending on the deep packet inspection techniques thabwillsed With the help of
these tools, ISPs and researchers can, for instance, block web traffietect illegal content. Inspection
techniques based on IP headers and in paféic those using deep packet inspection involve the monitoring
and filtering of vast amounts of data and have severe implicatiorering of privacy and data protection, as
well as confidentialitypf communications.

Depending on the goals pursued with the monitoring and interception, ibighe same to merely inspect
communications, for example, to ensure the proper functioning of a systermenridentification of a
malware, and to deeply inspect communications in order to determihether restrictive policies must be
applied or for behavioural advertisiri§f- The difference is observed on the fact that the latter measure may
have a more imminent impact on individud¥$ The correct application of monitoring, inspection and filtering
techniques must beonducted in compliance with the data protection and privacy framework, which lays
down boundaries as to what can be done and under which circumstances. Under of&getipn legislation,

the processing of personal data, such as in this case the processing of traffic and coatimrdata,
requires an adequate legal groudti,alongside with specific requirements for special types of personal data.
The content of communications and the traffic data are both protected by the demiiality of
correspondence, guaranteed by Article 8 ECHR and Article 7 and 8 of the Charter. PredonAirtaniéyb(1)

of the e-Privacy Directive regarding thenfidentiality of communications requires the Member States to
assure the confidentiality of communications and of the related traffic data lBans of a public
communications network and publicly available electronic commuioica services. At the same time,
Article 5(1) of the e-Privacy Directive foresees that the processing of traffic and coatartiydISPs may be
allowed, in certain circumstances, with the consent of the users. The listening, tagpioirage or other kinds

of interception or surveillance of communications and the related traffic dgtpdrsons other than users,
without the consent of the users concegd, is prohibited, except when ISPs are legally authorised to do so

B/ /] X
387 European Data Protection Supervisor (EDPS), Opinion of the European Data Protectios@upenet neutrality,
traffic management and the protection of privacy and personal data, 11 October 2007.
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391 European Data Protection Supervisor (EDPS), Opinion of the European Data Protecticis@upenet neutrality,
traffic management and the protection of privacy and personal data, 11 October 2007, pard 78.an
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in accordance with Article 15(1). Except for the consent of users concerned, the e-Piteatiydforesees
other grounds that may legitimise ISPs' processing of traffic and commumisaiita. The relevant legal
grounds for processing, in this casee: a. delivering the service (Article 6(1) and (2)); b. safeguarding the
security of the service (Article 4); and c. minimising congestion (Article Reithl 22§
Concerning safeguarding the securityaodervice, an ISP is under a general obligation to take appropriate
measures to secure the safety of the network it operaét&S-herefore, an ISP can engage in monitoring and
filtering, as well as other traffic management policies, insofar as it respects the doesof proportionality
and data minimisation and follows strict limitations on the retention and proogssf the collected data, in
line with Articles 4 and 6 of the e-Privacy DirectfeBoth principles oblige ISPs to refrain from monitoring
of the content of individuals” communications that entail processing ofgstee amount of information or
has benefits for ISPs only. Thus, ISPs mpsbriassess the techniques to be used, the level of intrusion, the
desired results and the specific privacy and data protection safeguards in*pléfcdre same results can be
achieved with less intrusive techniques, then the less intrusive means should always beepref
Pseudonymisation and anonymisation, as appropriate safeguards, must also be cahsidere
As for minimising congestion, Recital 22 to the e-Privacy Directive mirglahe Article 5(1), does not
prohibit any automatic, intermediate and transient storage in so far as it takes plateefeple purpose of
carrying out the transmission and does not last longer than neceg¥dryparallel, the confidentiality of the
communications must be guaranteed. Provided the overall societal intaresfticient communication, ISPs
may argue that prioritising or slowing down traffic to address congessianlegitimate measure which is
necessary to deliver an adequate service. However, in that case, the principle of proafitfiand data
minimisation should be taken again into acco¢ftt.
Although it is important to notice that the transposition of the e-Privacy Dirediite the national
legislations may differ and thus, the following observation may not apmyparticular case under a specific
jurisdiction?® inspection and further use of traffic and communication data for purposes other thaetho
described above is only permitted under strict conditions, in compliance Awtible 5(1) of the e-Privacy
Directive which requires consent from users concerned to listen, tap, store @genig other kinds of
surveillance or interception of communications and the related traffic data.t®ecr of the e-Privacy
]JE 3]A <3 §.4CoAsént‘may be given by any appropriate method enabling a fragin gpecific
and informed indication of the user's wishes, including by ticking a box whigingzign Internet website.
Consent is not considered to have been given freely if the individuabhamhsent to the monitoring of their
communication data in order to get access to a communication set¥4i¢r.reality, determining in which
cases consensinecessary, and in which cases, for instance, the security of the network is an oxerridi
interest, is not an easy exercise, in particular, if the purposes of the inspection teebracgi bifold'*2
Moreover, consent must be obtained from all users involved in angonication, because the latter
traditionally takes place between at least two partf€sNevertheless, when monitoring and intercepting
traffic and communications, for example, web traffic, it may be enough for ISPsaim dhe consent of their
subscriber’® However, the situation may be more complicated when the sender or the recigdembt both

3% |bid.

3% |bid.

3% |bid, para 78, 79 and 80.

397 | bid.

3% |bid, para 42.

399 |bid, para 44.

400 For instance, in Greece, inspection and further use of traffic and coneation data for purposes other than those
that are being described into the Act 3471/2006 (the one that implemémésePrivacy Directive) fall under the Data
Protection Regulation (i.e. in GDPR now)

401 European Data Protection Supervisor (EDPS), Opinion of the European Data Protecticis@upenet neutrality,
traffic management and the protection of privacy and personal data, 11 October 2007, para 55.
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have a contractual relationship with the same ISP or when more individuals use the hgarsehold
communication network permanently or occasiondfyAgain, a casdsy-case assessment is required.

In derogation from Article 6 of the e-Privacy Directive, traffic data can be exnafijigetained for a limited
period based on Member States” legislatféhRetention, as seen above, is only allowed when it constitutes
a necessary, appropriate and proportionate measure within a democratic society wimshto safeguard
national security, state defence, public security, and assist with the prevention, metst, detection and
prosecution of criminal offences or of unauthorised use of the electronic communisdfion

405 |bid.
406 |bid.
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Part Dt Electronic (or digital) evident®8

7. Rules and principles governing the use of electronic evidence in

criminal proceedings

The aim of the Cyber-Trust project is to develop a prototype that will notlmntapable of detecting possible
threats but also to provide material that will potentially be stored in ktd@in and be used as evidence in
criminal proceedings. In order to be able to make use of the material in swely,ahe concerned data will
have to be handled in a manner that is not only consistent with laws that &leady been described in this
document, but also with rules concerning, in specific, the gathering and use afneeidn criminal
proceedings. So as for Cyber-Trust to be suitable for its desired use, it is egpalttaimhto consider this
second category of laws.

Admissibility of electronic evidence in criminal proceedings depeamdsa. general rules and principles
concerning due process in criminal proceedings; b. general rulesdenee in criminal proceedings and; c.
specific rules relating to electronic evidence in criminal proceeditiggach of these are considered in the
following sub-sections of this document. Level of protection differs fronsdigiion to jurisdiction. For
instance, in some legal systems, evidence needs to be legally obtamedu a Court Order, in order to be
admitted before a Court.

It will be necessary for those partners involved in the design of the Gyfet-prototype to embrace these
principles so that the created tool is, to as great an extent as possible, capghienodting good practices
with regards to the gathering and use of evidence. Since the handling and use ofreteetrmlence is the
subject of the deliverable D3.2, only a general overview of the main points in relatidwe topic is included,
as follows.

7.1 General rules concerning Due Process in criminal proceedings

In the criminal proceedings, on the one hand, stand the defetgjaisually a private individual with minimal
resourceé!® and on the other the state and its sophisticated and complex criminal justaehinery,
includinginter alia the police, the administrative criminal justice system and the prisons. Given this gisparit
of resources, there would be little chance of a fair hearing unless rulgsexisrestrain the state and ensure
that it operates in a proper way, for instance by only presenting evidence that is real, tecdavefully
acquired, related to the given question before the cotitThe idea oftlue pr} < «in that case guarantees
that proper procedures exist so as to make sure that evidence is collected, processpdeaadted ina
sound way to the courts and that the defendant’s right to a fair tsialell respected??

The Universal Declaration of Human Rights states in Articl& Z08véryone is entitled in full equality to a
fair and public hearing by an independent and impartial tribunal, in the detetioin of his rights and
obligations and o&ny criminal charge against himThe right to be presumed innocent is dealt with in Article
11 Universal Declaration of Human Rights (UDH#R right to a fair trial, including the right to be presumed
innocent has been translated into obligations in a number of inteomati and regional human rights
instruments, such as Article 14 and Article 15 ICCPR, Article 6 and Article 7 ECHR and Articles 47 to 50 of the
EUCharter of Fundamental Rights. Specifically, Article 6 of the European Conwenhaiman Rights, which

is binding in most European legal systems and has been in the agicénhe case law of the ECtHR, states:
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1. In the determination of his civil rights and obligations or of any criminal cheggast him,
everyone is entitled to a fair and public hearing within a reasonable time mgdapendent and
impartial tribunal established by law. Judgment shall be pronounced g ttdidl the press and
public may be excluded from all or part of the trial in the interest of morals, puiolér or
national security in a democratic society, where the interests of juveniles or the protection of the
private life of the parties so require, or the extent strictly necessary in the opihiba court in
special circumstances where publicity would prejudice the interests of justice.

2. Everyone charged with a criminal offence shall be presumed innocent until proilgd gu
according to law

3. Everyone charged with a criminal offence has the following minimum rights:

(a) to be informed promptly, in a language which he understands and&n, @& the nature and cause of the
accusation against him;

(b) to have adequate time and the facilities for the preparation of his defence;

(c) to defend himself in person or through legal assistance of his own choosing or, $f et Isafficient
means to pay for legal assistance, to be given it free when the interests of justice so require;

(d) to examine or have examined witnesses against him and to obtain the attendach@xamination of
witnesses on his behalf under the same conditions as witnesses against him;

(e) to have the free assistance of an interpreter if he cannot understand or speak the language used in cour
Whereas Article 6 guarantees the right to a fair hearing, it neither contains explicit mentions concerning the
gathering of evidence, nait provides specific rules that are applicable to the admissibility 8f ithe
Strasbourg Court, though, has stated that such specific rules are a matter of nasisfidahd that the
guestion to be answered in that case is that of whether the proceedings were as a wholecfaiting an
assessment of the way evidence was obtained. There is a number of implicit general principleshenhi
ECtHR has recognised to apply on the handling of evidence in criminal pragsectntributing to the
interpretation of the relevant domestic laf¥® ' Those principles, as read below, might be of importance
for the Cyber-Trust prototype, once its use cases are defined:

FairnessitiscrucialsZ & Jv ~ § Gu]v]vP AZ 37 & 3§ RoledweEe}fair, theRaminahether

the rights of the defence were respected. In particular, it must be checked whether the applicanveras g
an opportunity to challenge the authenticity of the evidence and to opposesis **’ The principle of
fairness entails that any evidence must have been collected in a fair manner, in other wadawful way
and without violating the rights and freedoms of the defendant. Otherwise pitoceedings may be regarded
as violating Atrticle 6, irrespective of whether the evidence holds tftth.

Quality: In criminal proceedings, the reliability or accuracy of evidencegdaynificant role, when assessing
the quality of it, and consequently its admissibility. The Court attaches particuightv® whether the
evidence in question was decisive for the outcome of the proceedifigghere the quality of the evidence
in question is weak, supporting evidence of another kind should also be redefired.

Appropriate oversight:Whilst the ECtHR has accepted the possibility of covert surveillance activiters, gi
the fact that such activities might infringe upon individual rights, they should be igpdr by proper
monitoring authorities be it a judge or a prosecufét.

Issues related to entrapmentThe Strasbourg Court in its case law admits that competent authorities can
use special investigative methods and that covert digital surveillance dse# not infringe upon the right

413 Fair Trials International, Third Party Intervention in the ECtHR, Application No. 30460/tR,20a4.
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to a fair trial*?2 The rise of organised crime, in particular, requires that states take appropredsures to

face the emerging challenges. However, the right to a fair trial, having sucll @adition in a democratic
society must apply to all types of crime, ranging from the simplest to the masiplex, without

exceptions'?® In this context, the Court has stated that the police whilst permitted to act underaoagr

not act in a way that is intended to incite criminal activity.

7.2 The European legal framework on electronic evidence

7.2.1 From conventional to digital
Many of the laws and the related jurisprudence pertaining to evidetate back to an era when the criminal
investigation was relying on the conventional means of gathering and amalysipsical evidenc®&?
However, nowadays, conventional crimes can be committed in virtual environnoenpsoduce digital
evidence of high significance, while new forms of criminal activity emerge, lebeimgd various digital
traces. For this reason, digital forenét€shave been developed assub-branch of forensics, and digital
means of investigation increasingly gain popularity and relevédice.
For gathering electronic evidence can be done covertly, remotely, and with the help of powerfuleaetbm
tools without necessarily any human intervention, balancing the need to guaraetficient criminal
prosecution on the one hand, and guaranteeing ((] ] vS % &}S S]}v }( danpentpArights o[+ (HVv
on the other, requires safeguards of a different nature than those required for conventional gatstis#2
Not only do technically different methods of gathering evidence require diftesafeguards, but also the
]1(( €E v PE =« }( §Z § epi S[e A%} UHE Aloo V %o%E} % IWEISY}YVE]S
analysis.
For the investigation of the relevant crimes, enforcement authorities have in thieposal a variety of
powers, ranging from interrogations and surveillance to search and seizurerefistomputer data, real-
time collection of network traffic data, computer files, logs, metadata, and sdba.collected data might
or might not be relevant to the crime under examination, whereas in most of the caseswitiegive
comprehensive insights into both the private and perhaps professional lifeafata subject and their peers.
Therefore, when electronic evidence is gathered, and personal data are likely to dieethdirectly or
indirectly, the general data protection principles, which were presented in@e6tidof this document must
be taken into account. Although these principles are not particular to eleictrevidence, they have been
widely incorporated in the relevant existing and under discussion Europeanftagaworks. New data
protection risks emerge, especially regarding online environments and commungatiich have not yet
been addressed explicitly by the legislator, in particular wherever existing law seemavéo been
established considering the physical evidence only, and therefore not takingdotmunt particular privacy
risks related to electronic evidend#.
Electronic evidencq » (1v « N v (C ign (¢amprising the output of analogue devices or data in
digital format) of potential probative value that is manipulated, generated throughredtoon or
luupv] $ C VvC o 3@E¥ihis brddd deKnition, refers to various categories of data in
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425 Quinn, P. (2016).

426 Casey, E. (2000), Digital Evidence and Computer Crime: Forensic SciencgeSpanm the Internet with Cdrom

(1st ed.). Academic Press, Inc., Orlando, USA.
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428 Quinn, P. (2016).

429 Casey, E. (2011), Digital Evidence in the Courtroom, in DigitahEwiend Computer Crime, Third Edition, pp889-

430 EVIDENCE project, European Informatics Data Exchange Framework for CounslemceED3.1 Overview of

existing legal framework in the EU Member States. There are wadefinitions of electronic evidence, but the

definition provided by the Evidence project is preferred, because bfritad scope.
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electronic form that is relevant in investigating and prosecuting caoffencesv Jv op JvP » }vs v§ §
for instance e-mails, text messages, videos and photograptiten stored on the servers of online service
providers -, as well as other tgpof data, such as subscriber data or traffic information regarding an online
account. However, it could also include conventional evidence which is somehtisedify!

The processing of evidence in criminal cases includes the ootigoteservation, use, exchange and transfer

of evidence!* What is meant by collection of electronic evidence, also in relevandgyfoer-Trusproject,

is the process of gathering material of any type that camégpotential electronic evidence in the broadest
sense, including search, seizure, interception and any other forms of gathering perfdsynddiw
Enforcement Agencies (LEASs), but also capture of data from the private sector, for instance ISPs, or by
individuals, that could later be used for legal proceedifyeservation aims to secure the integrity of the
evidence, with the use of a suitable storage method. Transfer of electronic evidence maywgthin the

same country among different stakeholders in the field of police and justiopecation, or between two
competent authorities in different counes**® All the actions taking place from the very moment of the
collection until the use of the evidence at court require a legal W&sis.

Given the nature of electronic evidence, risks are higher with regtrdthe fair management and
admissibility of evidence, including falsifying, destroying and maatipul of evidence. The complexity of
electronic evidence entails that is not only the risk of falsification hightralso the risk that criminal
proceedings become derailed due to procedural irregularitiet.is therefore crucial in such cases that full
attention is given to the procedural requirements in the particular context in question.

7.2.2 Rules pertaining to electronic evidence

This section reviews the current legislation as well as the sodoe adopted new legal framework for
electronic evidence in Europe. First, it examines frameworks coming frorColecil of Europe and the
European Union and then moves to examine the position of the national legislatinwEurope, giving a
brief overview of the legislation and practices applying to some states withopEuNotably, although the
EU provides a framework for adoption and guidgrbe criminal law and the criminal procedural law, as
also seen earlier in the discussion around cybercrime and cybersecurigynatimnal matter. Moreover, it

is also worthy to mention that as of now, there is no comprehensive internalttion European legal
framework providing rules relating to evidence, in its traditional or electronim fg°

7.2.2.1 The Council of Europe’s framework

7.2.2.1.1 Current legislation

With regard to electronic evidence, a number of Council of Europe instrumentda@noments are highly
relevant#¥’

X the European Convention for the Protection of Human Rights and Fundamental Freedoms (ECHR) in
particular with reference to the protection of the rights to privacy and duecpss, as analysed in
section 71,

x the Council of Europe Convention on Cybercrime, as this Convention remainsaihemna only
international treaty which defines the substantive elements of cybercrimes, as seen‘ii 6.1;

X the Council of Europe Convention on Mutual Assistance in Criminal Matters, 48d&#rotocof3*

431 Biasiotti, M. et al [eds] (2018), Handling and Exchanging electronic evidenceBgrogs, Springer, p.191.

432 | bid.

433 |bid, p.192.

434 |bid, p.192.

435 Quinn, P. (2016).

436 Biasiotti, (2018), p.192.

437 EVIDENCE project, European Informatics Data Exchange Framework for Countglemce ED3.1 Overview of
existing legal framework in the EU Member States.

438 | bid.

439 Council of Europe, European Convention on Mutual Assistance im@&lrvatters, ETS No.030, Strasbourg 12 June
1962.
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x the Electronic Evidence Guid#.

7.2.2.1.2 New proposed framework

In parallel with the EU legislative procedure that will be described in section 7.2.te&.Parties to the
Budapest Convention have been currently discussing the creation of a secomtgbrobncerning the
NvZov Jvd Ev 3]}v 0 }}% E §]}v }v C &E E]uexphcily addesEihy the A]
following issues regarding electronic eviderite-owever, the negotiations are not to be concluded before
2019%42

7.2.2.2 The EU framework

Judicial and police cooperation in European Umsaubject to Art. 4 (2) of the Treaty on the European Union
(TEU) which states that national security is the sole responsibility of each Member Stateveroin
accordance with Articles 82, 83 and 87 TFEU, the EU has adopted a numbectofd3iand other measures
with regard to criminal law. In the following overview, only the relevant to etent evidence instruments
will be mentioned.

7.2.2.2.1 Current legislation
Currently, the following instruments are applied on matters relating to electronic evidence‘ti EU:

X The EU Charter of Freedoms and Rights: Law enforcement access to personal data, suchlzer subscri
information, metadata (including traffic data, location data and access logs)cantent data,
constitutes an interference with the right to privacy, guaranteed under Article 7 of the Chanmtr,
with the right to the protection of personal data, guaranteed under Article ®@®{Charter** Under
Article 52(1) of the Charter, any limitation on the exercise of the rights and freedecognised by
the Charter must be provided for by law and must respect the essence of tigbse aind freedoms.
Limitations may be imposed on these rights and freedoms only if they aressary and if they
genuinely meet objectives of general interest recognised by the European Unite oreed to
protect the rights and freedoms of others. Member States can impose limigwm the rights to
data protection and to privacy, since it is provided for by EU law.

x Directives and Regulations that include general data protection principles, also applicabl
electronic evidence: With respect to data processed by telecommunications and atfomsociety
service providers, Article 23 of GDPR and Article 15 of Directive 2002/584Ee to which extent
limitations to data protection rights are acceptable. With respect to personal data procéssed
competent authorities for law enforcement purposes, Directive 2016/680,@igeides for a specific
data protection regimé? Chapter Il of this instrument also permits the Member States to adopt
national measures that restrict the rights of data subjects when such measures are necessary and
proportionate in a democratic society with due regard for the fundamental rights tedeists of
the natural person concerned.

440 Council of Europe, Data protection and Cybercrime Division, ElectrodénEs Guide, Strasbourg 3 February 2013.
441 Council of Europe, Enhanced international cooperation on cybercrimel@cstronic evidence: Towards a Protocol
to the Budapest Convention, 19 March 2018.

442 Smuha, N.A., Towards the EU Harmonization of Access to Cross-B&rddefce: Challenges for Fundamental
Rights & Consistency in: EUCLR European Criminal Law Reviewt 1583

443 EVIDENCE project, European Informatics Data Exchange Framework for Countglemce ED3.1 Overview of
existing legal framework in the EU Member States.

444 Statement of the Article 29 Working Party, Data protection and privacy aspects obomles-access to electronic
evidence, Brussels, 29 November 2017.

445 | bid.
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X The European Investigation Order (EIO) Diretdhaets up a new system that allows tB&IMember
States to obtain evidence from the other Member States in criminal cases thavénraire than
one Member States.

X The EU 2000 Convention on mutual assistance in criminal matters.

x The Regulation (EU) 910/2014 (so-called elDAS) of the European Parliament and ohttieo€28
July 2014 on electronic identification and trust services for electronic trawmsectn the internal
market and repealing Directive 1999/93/EXCThe admissibility of files in electronic form as evidence
was ensured in legal proceedings.

X The European Union Agency for Network and Information Security (ENISA) HaadlooGkide!*®
which outline a number of guiding principles for law enforcement authorities

The European Evidence Warrant (EEW) Decision was supposed to replace the system assigtaake in
criminal matters among the Member States for the exchange of evidence fan ageinal proceedings (Art.
1 of EEW Decision) and established relevant procedures and safeguards. This is sorflyr ithetrument

which explicitly referred to electronic data as evidence. It lacked importaneesver, because of its limited
scope, applicable only to already existing evidence. In practice, compettraies preferred the regime
of Directive 2014/41/EU or mutual legal assistance procedures. Thus, the EEW was rbpddgplilation

(EU) 2016/95 of the European Parliament and of the Council on 20 Janudyré&@arding the repeal of
certain acts in the field of police cooperation and judicial cooperation in criminal métters.

7.2.2.2.2 New proposed legislation for cross-border transfer of evidence

Electronic evidence is needed in more than laditthe criminal investigations and in almost all of them, the
competent authorities have to request evidence from online service providers basednother
jurisdiction#*° Due to this extensive cross-border element, it seems that the Cyber-Trust protogypbane

to consider such case$he European Commission proposed on 17 April 2018 new rules in theofoam
Regulation and a Directive, aiming to create a European Production Ordesinglia judicial authority in one
Member State to obtain electronic evidence directly from a service providds dedgal representative in
another Member State within 10 days in regular cases, and within 6 hoeraengencies® 452 |t also aims
to create a European Preservation Order, allowing a judicial authority in one bteatate to request that a
service provider or its legal representative in another Member State presepeesfis before a production
request is submitted and processé&d However, only stored data are covered by the proposal, whereas real-
time interception of telecommunications is exclud& Last but not least, service providers which offer
services in EU but they are headquartered in a third country would have to designafal aglpresentative

in the Union**®

446 Directive 2014/41/EU of the European Parliament and of the Council of 8 28§d4 regarding the European
Investigation Order in criminal matters, OJ L 130, 1.5.2014t36.1

447 The Regulation (EU) No 910/2014 of the European Parliament and of theilCoug3 July 2014 on electronic
identification and trust services for electronic transactions in titernal market and repealing Directive 1999/93/EC
[2014] OJ L 257/73.

448 ENISA, Electronic evidence - a basic guide for First Responderpi@otice material for CERT first responders
[2014]; ENISA, Identification and handling of electronic evidehidbook, document for teachers [2013] Septembe
2013.

449 Regulation (EU) 2016/95 of the European Parliament and of the Council of 20yJ206 repealing certain acts in
the field of police cooperation and judicial cooperation in criminal matt@sL 26, 2.2.2016, pt1®.

450 European Commission, Fact Sheet - Frequently Asked QuestionsElMeawles to obtain electronic evidence,
Brussels, 17 April 2018.

451 |bid.

452 Currently the time can be up to 120 days for the existing Europeantigatisn Order or an average of 10 months
for a Mutual Legal Assistance procedure.

453 European Commission, Fact Sheet - Frequently Asked Questions: UNeweE to obtain electronic evidence,
Brussels, 17 April 2018.

454 | bid.

455 | bid.
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7.2.2.3 Atthe Member States level

Only a few countries have modernised their legal systems to include teclicalldgvelopments. However,
many still use outdated or old laws, implementing them on electronidemnge by analogy. Even though
unified European framework does not currently exist, thex@ number of principles and good practices
which seem to be sharelly most jurisdiction$®® According to ENISA’s guide on eledira@vidence, there
are five internationally accepted principles that are considered a good basic geifl@lithe collection and
use of electronic evidence. These aedata integrity,b) audit trail, c) specialist support, d) appropriate
training ande) legality?*” It is of paramount importance that anyone handling electronic evidence prior to
their examination, treatit in such a manner that will give the best opportunity for any recovered data to be
admissible as evidence in later proceedifijsiere are some examples of relevant legislation in the Member
States:

i. Cyprus

In Cyprus, police authorities have the following investigative powers under natiawaf*® search and
seizure of information systems/computer data; preservation of computer dateder for stored
traffic/content data; order for user information. Real-time interception/colleatf traffic and content data

is not allowed There are no special admissibility rules related to electronic evidence, thereforealmggn

it is subject to the same rules as conventional evidence and is admissible bedévitence Law, C¢®°
Electronic evidence is collected on the basis of international standards, éind imith the Police Order 3/17
and the Forensic Lab Manuét The evidence, along with the investigator's report and the forensic
examiner's report, is presented to the court and is available for use during thenatiprbceedings.

ii. Greece

The Greek Code of Criminal Procedure covers the rules of evifféiegarding the means of proof, every
lawfully acquired evidence is in principle admissible and can be adduced beforev@lmengas investigating
authorities and Courts as well have a duty to search for the factual truth (Article83Yand 357) being
entitled to initiate any investigating act considered necessary to reveaktile. tThe probative value of the
A E]Ipes u ve }( % E}}( ]* 1V % E]V ] % oudgment. Art337& GCCP ma@hidns {H& most
common means of proof: indices, inspection of persons, places and objeptxt efreports, confessions,
statements of witnesses and documenité.

iii. Italy

The collection and handling of electronic evidence is primarily coveyethé Italian Code of Criminal
Procedure, and in particular articles 244 et seq., 247 et seq. (searches), 248, 258bhi26@ et seq.
(telephone interceptions and electronic surveillance), 352, 354, 35936 ES] o 1680 (E Pupo § « N
Jve% S]1}v_U stBat hh¢«dspeion of persons, places and objects occurs only if authorised and with

6 JvPo U :X ~7iideV : le}vU :X v "puu E~U "X ~7iiTeX

457 ENISA, Electronic evidenca basic guide for First Responders Good practice material for CEResiponders
[2014], p. 5t8. These principles are discussed in more detail in the hardlBNISA, Identification and handling of
electronic evidencetHandbook, document for teachers [2013] September 2013. The principlesbyseNISA are the
same principles used by the Council of Europe in its Electronic Evidaeittee G

8 e} 1 81}v }( Z] (W}o]l K((] ®eU WK '} WA]Sy Upb &}ETIIPX

459 Council of the EE}% Vv hv]}vU A op 8]}v E %}ES }v 3Z AAWSIIVEINGZ }Ce@SE]
implementation and operation of European policies on praian and combating Cybercrime" - Report on Cyprus,
Brussels, 15 July 2016, 9892/1/16 REV 1, p.38.

460 |bid, p.39.

461 |bid, p.38.

462 Quinn, P. (2016).

463 This information can be found at the Greek Legal Digest Website, awailabl
http://www.greeklawdigest.gr/topics/judicial-system/item/16-procedure-lmeé-criminal-courts [Accessed:
02.08.2018].

464 Mitja, G., et al (eds.) (2014), The Italian Code of Criminal Proceduieal@ssays and English Translation, CEDAM
and Wolters Kluwer Italia.
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the aim to ascertain the evidence of a criff@ The Law no. 48 of 18 March 2008 specified that, as far as
electronic evidence is concerned in the provisions of the Code of Crimatad®ire, investigators shall adopt
N§Z § Zv] o u uE ¢ Ju epgeservatidn]ofPrigizal data and preventing it from being
08 EThe Kalian Electronic Communications Code calls operators to assist jadihiadities by providing
N Ju% pHOoe}EC ¢« EA] o U AZ] Z ]Jv op 0]A EC }( & Yyv ES<@%5%35]}v )

iv. Luxembourg
The Code of Criminal Procedure contains the rules on evidéWoepecific admissibility conditions or
restrictions apply to electronic evidené.

v. The Netherlands

In the Netherland$%® the evidentiary system in criminal law is based on the principle of establitiing
substantive truth, as expressed the Dutch Code of Crimin&trocedure (Nederlandse Wetboek van
Strafvordering (Sv)). For this requirement to be fulfillegidge must be convinced by the contents of legal
evidence®® The evidence that the Dutch Code of Criminal Procedure considers admissible, concerns: the
in P [« pAreeption, statements by the accused, statements by a witness, statements by some expert,
and other document$?°

The Cybercrime Law provides rules on the search of computer systems during a sgahisés for the
purpose of safeguarding computer data, including the extension of a seaccmirected systems and the
order to decrypt or making inaccessiffé The powers for surveillance of electronic communications, as well
as the legal order for the collection and disclosure of traffic data and subscriber data cogoeledtronic
communications, are also covered in the Law, alongside with the expedited presaradtidata, the
expedited disclosure of traffic data and the interception of communicatféns.

In addition, the Dutch Code of Criminal Procedure regulates the use of certain powersringsiggiation of
serious crimée/® in a section called the Special Investigative Powers Act, which entered into fd@060n
extending the means available for investigating organised crime by detiming/ays the Dutch police can
use covert methods, subject to the principles of proportionality and neceSgiigy powers concerned are: a.
systematic observatiory. infiltration; c. pseudo purchases. systematic information gathering. sneak-
and-peak operation;f. electronic interception of communications; ang. interception of private
communications'*

In the first instance, a decision on whether a method is proportional is iSsydkle public prosecutor who
has to check if the same results could be achieved by less intrusive fifeétes. or his decision must be
upheld by the investigative judge who will provide the actual authorisatm deploy the method in
question?’® In the case of*u] o dfecial Investigative powers, such as retrieving historical data or traffic
information, the JvA «8]P 3]A ip Pis[not hecessar/’

465 De Zan, T. and Autolitano, S. (2016), EUnited Against Crime: ImprovingaCduostice in European Union
Cyberspace, Instituto Affari Internazionali. p.48.

466 |bid, p. 51.

467 Council of the European Union, 7th round of Mutual Evaluatione pFactical implementation and operation of
European policies on prevention and combating cybercrime - Report ombaxeg, Brussels, 2 May 2017, 716 AT/
REV 1, p.552.

468 Council of Europe, Status regarding Budapest Converttidre Netherlands, coe.int

469 Borgers, M.J. and Stevens, L. (2010), The Use of lllegally Gathielmat&¥n the Dutch Criminal Trial, Netherlands
Comparative Law Association.

470 Section 339 CCP.

471 Odinot, G. et al. (2017), Organised Cybercrime in the Netherlands: Emfiiriiags and implications for law
enforcement, Dutch Ministry of Justice.

472 Council of Europe, Status regarding Budapest Converttidre Netherlands, coe.int

43 Odinot, G. et al. (2017).

474 Beijer et al. (2004), p. 277.
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476 Borgers, M.J. and Stevens, L. (2010).
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vi. United Kingdom

In the United Kingdom, the law used by the law enforcement agencies to collect eleatrodéence is the
Police and Criminal Evidence Act 1984 (PACE). The two relevant clauses of PACEmR&13ertibSection
19(4)*"® Except for legislation, prosecutors refer as well to the ACPO guid&fiidthough a non-binding
document, the Guide includes four important principles that law enforcement agencies ntlost,farhen
collecting and sharing electronic evidence, as follows: a. the data held exh#nit must not be changed; b.
any person accessing the exhibit must be competent to do so andiexpk relevance anthe implications
of their actions; ca record of all processes applied to an exhibit should be kephisl record must be
repeatable to an independent third party. The person in charge of the investigatiorebpensibility for
ensuring the legality of the procedure.

7.3 Use of Blockchain for the storage of electronic evidence

7.3.1 State of play

Electronic evidence plays an essenttdd in cybercrime investigation, and thus technical measures that can
guarantee integrity, authenticity, and auditability of evidentiary material, asov@s along different levels

of hierarchy in the chain of custody during the criminal proceeslingf high relevanceThe Cyber-Trust
project aims to utiliselm} | Z ]v § Zvéappbilfy of enabling a comprehensive view of transactions
back to origination in order to store safely electronic evidefi€e.

There seems to be a tendency worldwide in the police and secssitpr to centralise the collection of
evidence and case files. The disadvantage of a centralised systeat, ibythts structurejt can be more
vulnerable towards attacks and thus, requires a very high degree of se®ilitgw enforcement needs
system that is above all secure, and that can control information sharing effigcBleckchain or in general,
Distributed Ledger Technologies (DLTs) could contribute, ensuring that n@ siadly can control the
system, reducing this way the risk of manipulation. UK, Australia and China alreadynexpexith such
sysems in the police and justice sector. Nevertheless, the practice is far from common, and theicaise
law to draw conclusions from yet.

Blockchains are different from the standard conception of a traditional database and thusseaiges
challenges under data protection |af#%. The key distinction between permissioned and unpermissioned
blockchains is access rights, in other words who can patrticipate, read and write. tioratlalipublic and
private blockchains, hybrids have also emerged, such as the consortium blockchaitmeiandriations
which are partially decentralised. Concerning the Cyber-Trust project, two questierd high importance
and have to be examined: firsdp data related to a natural person stored on a decentralised ledger qualify
as personal data in EU law? And second, can data stored in such a manner, aarrgoigpersonal
information, be admissible during criminal proceedings in various jurisdg?ié more detailed overview of
those issues, briefly touched upon here, will be offered in D3.2.

7.3.2 Blockchain and data protection issues
Legal scholars and technologists are currently trying to determine whether they can sgadland process
personal data on ledgers in ELhe answer to this question is highly dependepbn whether such activity

478 Big Brother Watch, Police Access to Digital Evidence - The pdivibesRolice to examine digital devices and how
forces are training staff, November 2017

479 Association of Chief Police Officers, ACPO Good Practice Guide for Didgtat& Marct2012.

480 Blockchain is an application, while Distributed Ledger Technologie} éBd The underlying technology. Since
Blockchain was the first successful implementation of a DLT sysfemtimes the two terms are used interchangeably.

In the forthcoming deliverable D3.2, we will provide the reader withiradepth analysis on the topic. There, we will
give preference to the term DLT, in order to make sure that irrespectivthe final technical solution the Cyber-trust
consortium will choose, our findings will still be applicable. In trés dieliverable, for reasons of simplicity, we will use
the term Blockchain.

VLK% v dE ]JvP E SA}EIU h< W}o] 1vl o} | Z ]Jv «}opud]}ve I}V iBZX E3E]I}vU i
482 Filippone, R. Blockchain and indiMidos[ }Vv3@E}o }A E % E-+}v o § Jv PE}% v 8
University, August 2017, p.16.
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falls within the scope}( $Z h[e § % E}S of hpt Te BDPR, as the central piece of EU
legislation concerning data protection, is most relevant to a centralised perceptide abllection, storage

and processing of data and less to a decentralised Blaxkchains, on the other hand, offer decentralised
handling of data, which provides a form of data sovereignty and authenti@tydata sovereignty objectives

to be achieved, they must be combined with additional mechanisms, because if not adlgqadeguarded,
blockchains could exposd data stored in thent®® Depending on the respective Blockchain’s use cases, data
stored in blocks may be data related to an identified or identifiable iddali such as data related to
behaviour in a network of connected devices. This data could be storuide formats: a. in plain text, b.

in encrypted form, or c. by hashing them to the ch@h.

Data stored on a blockchain in plain tee still personal data under GDPR, because they can identify an
individual?®® Encrypted datare also personal data since they can still be accessed with the correct keys and
thus, encryption does not make the data irreversible unidentifiable, as required by GDIdreiirtabe
regarded as anonymiseé® Lastly, personal data which have been processed through a hashing function,
also seem to be regarded as personal data under GBJPRthough a hash process offers stronger
guarantees than encryption, the Artick® Data Protection Working Party has stated that hashes constitute
pseudonymised data and not anonymised, since they could still be linked to an imdifdu

However, even though techniques being used at the moment for storing perdatabn a blockchain seem
not to be out of the scope of GDPR, this might not always be the case in the near*ffitBoth of the
following ideas are of relevance for Cyber-Trust and will be subject of furthbomtion in the next two
deliverables D3.2 and D3.3. First, since the use of blockchain becomes mor@@ndommon, there will

be cases where courts or the EDPB will be called to decide upon whether some cryptographic processes can
be considered capable of anonymisation or at least, offer protection equal to arisatom?®® Such a
decision would create more certainty from a legal and technical pointef,\énabling developers to choose
the correct cryptographic tools for their applications, while encouraging theangate more tools based on
specifications, legally recognised as anonymisation teclesiqu

Second, technical solutions are currently being developed in order to achieve GDplRcos that may
result in a sustainable combination of off-chain and on-chain mechartférfer instance, personal data
could be stored in an off-chain conventional database and linked to ltiekthain through &ash pointer.
Extra safeguards would need to be put in place in that case, in order toestheuavailability and security of

the off-chain database. In addition, metadata should also be treated appropriately as theyrevakl
personal information even where personal data are not directly stamedhain.

Anotherissue$Z § E]Je « ]« AZ §Z E vy pondijtesdpansanil data or anonymous d&¥aA
public key seems to fall into the pseudonymisation scope, meaning thzarit no longer be attributed to a

* % ](] §  +§P howevey, if combinedA]3Z ~ ]3]}v o ]v,(i} Guid$prentially result in

the identification of a uset®* The biggest challenge about public keys is that they cannot be moved aff-cha
and thus, GDPR-compliant solutions are more difficult to idefitiffome instances constitute the use of a

483 Zyskind, G. et al (2015), Decentralizing Privacy: Using Blockchain to ProtenaPBeta, 2015 IEEE Security and
Privacy Workshops, San Jose, CA, pp. 180-184.

484 Finck, M. (2018), Blockchains and Data Protection in the European Union, EuBggadProtection Law Review, 4
(1), pp.17 t35.

485 |bid, p.22.

486 |bid, p.22.

487 |bid, p.23.

488 |bid, p.25.

489 | pid.

490 |bid.

491 |bid.

492 |bid, p.24.

493 Article 29 Data Protection Working Party, Opinion 05/2014 on Anonymisation Teebpagopted on 10 April 2014,
0829/14/EN WP216, p.12.

494 Finck, M. (2018), p.24.

49 |bid, p.25.
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stealth address, which relies on hashed one-time keys, or processes that only reveal vehetresaction

has occurred, or the use of state channels for two-side smart contracts thatshiare information with
outside parties in the event of a disputéE JvP ~v}]e _ &9°48Fhe ArficlX 29 Data Protection
Working Party confirmed that, provided that the necessary safeguards are compliedheithddition of
noise may be an acceptable anonymisation techniue }u Jv $]}v A]8Z ~8Z @& u}A o }(} Al}lpu
and quasi{ VvS](]*€E-_

Where there is processing of personal data in the blockchain, enforcing inalidights, under those
circumstances, would also pose a number of challenges. One issue is the identifi€tti@ata controllers.

For instance, in particular in public blockchains, it mightipossible to identify a central operatét®
Equally difficult would be to determine the exact number, location alehiity of nodes, especially, on a
public blockchain, if it was accepted that each node qualifiesseparate data controllet®

Since nodes may be located in various jurisdictions across the §ldhe,” W Z gxtended territorial scope

will subsequently cover activities with only an indirect link to the®Wjurisdictional question that pops up
relates to the application of European data protection requirements to the transfer of dattitd
countries® The GDPR pd] « §Z t&nsfeY of personal data which are undergoing processing or are
intended for processing after transfer to a third country or to an international orgah]g shall only occur

if a number of specific conditions is satisfied. Compliance with this provisialiwe almost impossible in

a blockchain contextfor the data stored in blocks are hashed to the chain by miners that can be based
anywhere in the world, even in states or organisations which do not offeadequate level of data
protection3®* Thus, it is imperatk for the partners to take into consideration all these issues before choosing
the type of blockchain and its particular characteristics.

7.3.3 Blockchain and admissibility of evidence in criminal proceedings

In criminal proceedings, blockchain technology has the potential to be taskdep track of the chain of
custody once evidence is obtained and taken later for analysisg blockchain to store and to standagdis
all this data could offer the same security level as a paper trail but with less hBlsislés particularly true
when it comes to electronic evidence, such as browser records or digital documethits wide range of
devices which may contain electronic evideA®The abundance of electronic products, devices and
services pose challenges to the evidence examiner, since there is no unifocesgito obtain this crucial
information5% Extraction is a rather copficated and sophisticated procedure, which could mean
interference with the privacy of both suspects and victims as well as other data sulgectd involved
parties may have their own personal devices and are somehow related to the investigation.

Storing evidence in the blockchain would include the generation of a digit@rprint, knownas *Z <7
unique to each digital object and sensitive to even the smallest alteratids soon as a digital object is
accepted into evidence, the digital fingerprint is passed into a blockcpailic or private. The digital
footprint, automatically,receives the following feature¥? First of all, it is given a degree of immutability

4% Article 29 Data Protection Working Party, Opinion 05/2014 on Anonymisation Technaglomted on 10 April 2014,
0829/14/EN WP216, p.12.

497 Finck, M. (2018), p.25.

498 | bid.

4% |bicc ‘Nodes do not, in principle, g 0](C =+ Zi}]vs }v8&}oo E+[ pyv E& &8] o Td&~i» ' WZ
determine the purposes and means &b E} e<¢]VP[X_

500 |pid.

501 |bid.

502 |pid, p.27.

503 |bid.

504 bid, p.28.

05 Rands, K., How blockchain is disrupting the legal industry, Global Legal Blockokaiti®o, 9 June 2018.

06 Goodison, S. E et al (2015), Digital Evidence and the U.S. Ciinsitieé System: Identifying Technology and Other
Needs to More Effectively Acquire and Utilize Digital Evidence. Santa MGAc&AND Corporation.

%07 Based on the unofficial report issued by the UK government,B&ddson, A., Increasing trust in criminal evidence
with blockchains, 2 November 2017, gov.uk
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This means, once written, the digital fingerprint is permanent and cannot be remeved, by the writer
themselves, unless under specific circumstances. Second, every block incebdichain is timestamped
in a way that is impossible to forg#.

Third, every full node in the blockchain network has a complete copy ofitiebdted ledger, leading to
availability and accessibility at all tim&8 Fourth, the digital footprint carries a high degree of transparency
guaantees, since depending on the access rights, anything written to blockchain is iee&gadnyone in
the world or by a member of a specific group, ensuring integrity and validiig leads to the fifth feature,
i.e. the distributed trust, which minimises administrative problems amdpkfies the » Z v }( M8} C_
process.

If the aforementioned features are guaranteed and if the collection of evidence has fdlldveelegal
requirements and principles, described in section 7.2.2, the storage of evidelogkehain seems to follow
most of the principles described in ENISA"s guide on electronic evidenicetémce, data integrity and audit
trail.>*° However, admissibility will have to be discussacaaaseby-case base and in accordance with the
relevant national law and case law of the Member State, where the criminal proceedirggsléale. What is
left is to wait for the case law and see how each jurisdiction will decide thp@radmissibility of such
evidence in the future.

508 Blockchain technologies have yet to tackle some technical challenges in otsectmsidered an effective forensic
evidence storage tool. For instance, by recording a digital fingerpvimf is certified is that at a given moment, this
digital asset existed in precisely this form and that a specific isgion added it. However, it cannot be proven that
the digital asset has never been tampered with or falsified beforeritsy on the blockchain.

508 Davidson, A. (2017).

510 ENISA, Electronic evidence - a basic guide for First Respondetgpfactice material for CERT first responders
[2014], p. 5t8. These principles are discussed in more detail in the harldlBNISA, Identification and handling of
electronic evidencetHandbook, document for teachers [2013] September 2013. The principlesbyseNISA are the
same principles used by the Council of Europe in its Electronic EviGeibe.
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8. Conclusions

8.1 Overview of implications related to Cyber-Trust and recommendations

8.1.1 Privacy
The proposed Cyber-Trust prototype represents a technology that will be used fottogagrintelligence
gathering and sharing purposes, with the aim to contribute to information aetivork security, while
eliminating the number of cyberthreats and cyberattacks. As such, the Cyber-Trust proteiypese
monitoring and filtering techniques, which could amount to digital sulaedle with the potential to affect
the privacy of individuals. The notionioformational privacyseems to fit best in the context of Cyber-3tu
However, a recognition of the harms that digital surveillance practices can entailiVacy in the broad
sensg is also important, since the expected use of the Cyber-Trust prototype maalvé monitoring of
communications in public fora in the darknet and the clearnet as well asuskeof publicly available
blacklisted IP addresses and deep packet inspection techniques leading tofiliagof specific loT devices
for cyber-threat intelligence and attack detection and mitigation purposes.igthiscause individuals may
not want to be monitored, even if in a public forum, or even if personakmétion that can be specifically
connected to them as individuals istrrecorded.
Privacy is protected in a considerable number of international and Europgahihstruments. Two of the
most prominent provisionsareES] o 06 }( $Z P&} % Vv hyveRdndardendalsRights (CBR)
which explicitly recognises a fundamental right to privacy underte& ] } v regpéct for private and family
life, home and communicationsU v Agticle 8 of the European Convention on Human Rights (ECHR)
which hasbeenapo0] Jv * A E 0 =+ « E 0 § 18Z 8§} §Z v EWIAEAIE u SA ¢
as the broader notion of privacy, and is of more direct importance for Cyber-Trust.
As elaborated in the case law of the European Court of Human Rights (ECtHR), intrymieasyrmay not
necessarily constitute privacy violations, sinceageby-case assessmerghould consider theompeting
values in question, i.e. privacy and securitiyor instance, when a tool is used to detect, prevent or mitigate
large-scale cyberattacks which could pose a serious risk for the safe opeffatiitical infrastructure, harms
to personal privacy allegedly experienced by some individuals may be not sutficienter the aims behind
the security measures, disproportionatear a right to privacy is not absolutdf the state did not act in order
to protect the critical infrastructure and consequently human life, it would arguaiot be meeting its
obligations towards its citizens of providing security and protecting life and property.
This does not mean that by the mere fact that where the Cyber-Trust prototype is used inoditect,
prevent or mitigate crime, its usage will automatically be considered l&gahdssessment should be made
in the particular context, in order to figure whether the cwlitions of proportionality and necessity are met
and whether the usage of the tool is compliant with the spdcihational law in each caseThe notion of
proportionality and the respective proportionality test, as suggested in the leas®f the European Court
of Human Rights (ECtHR), provide a way of judging when such interferences with privacy may be acceptable
or not.
Internet research ethics as well as computer ethics, as partjeferal research ethics, could form a point
of reference for areas which are still underdefined law, during the research phase of the projethe
incomprehensive public/private distinction in the virtual environment,grsgis that researchers must define
the legal framework and social norms that apply on an online or networked spémesimaking assumptions
JUS §Z % p 0] vV ee }(JV(}EuU 8]}V +Z E A]5Z]vX

8.1.2 Data Protection

With respect to Cyber-Trust, the two leading EU legislative initiatives, that are likety ieldvant to the
project arethe General Data Protection Regulation (GDPR) and the Dire@846/680 (Police Directive)
During the research phase, the GDPR will be applied to the research activiieeweh personal data are
being processed, whereas after the launch of the prototype, its potential use by law enforcementeagenci
for the detection, prevention and prosecution of malicious activity rbayexempted from the field of
application of the Regulation 2016/679 by Recital 19 which excludes iteaum to personal data being
used in connection to police and criminal justice activities on grewidublic safety, public security, and
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public order. In that case, such processing may fall under the scope of Directiv@QE%80 and the
respective national law.

Of certain significance may also be thePrivacy Directive(and the upcoming e-Privacy Regulation),
concerning the confidentiality of communications. Tinealid Data Retention Directivenay also be relevant
insofar as its provisions remain valid in the different Member States, where tHenmepting legislation was
not withdrawn or updated after the invalidation of the Directive by the Court of Justidhe European
Union. It is highlighted thathe data protection principles create a system of checks @waances, which
can be engaged even where there is no demonstrablerhao individual privacy as seen above. This is
important for the Cyber-Trust partners who may process personal data, as it meariw¢laahes of data
protection principles and rules can occur even where no individual haslagrag of harms to his or her
privacy because such infringement is not necessary for data protection rules to be triggered.

Since the Cyber-Trust project will deploy cyberthreat intelligence technigues engaging muast af data
from internal, community and external sources, it is likely that there will be emdsmwhen questions will
arise as to whether particular data are personal or not. It is important totimerthat a caseby-case
assessment should take place, in order to conclude whettter data are personal in the specific context
In general, in order to determine whether the data could lead to the identification of an individual, partners
may need to considet! the content of the data; the purpose of the processing; and the results of or effects
on the individual from processing the data.

AKvo]v ] vs](] &- elin¢lpae IPvadiresses and cookie identifiers which cobddregarded as
personal data. However, other attributes may also lead to thaentification of an individual, such as
aggregate network indicators and network flow datahis implies that a combination of identifiers may be
adequate to identify an individual indirectly, and hence, this information magtitate personal data, even
if additional information is required in order to be able to actually procestth the identification of an
individual. That additional information could be already at someone”odipor must be collected from
another source. Even if data does not relate to an identifiable individuaéihands of one controller, it nya
do in the hands of anothein order to assess whether individuals are identifiable based on this alhtae
means th§ }puo He NG v Jvs E -8 vV el ((] ] vSm@st beSta®en Jinto %o E o
consideration. The partners are also under the obligation to control whether the chdmcaentification
have increased or diminished over time, for instance tudevelopments in technology and science.

Even after all those assessments, there will perhaps still be circumstances where itentffidult to
determine whether data are personal or ndf.in doubt, as a matter of good practice, the information
should always be treated with the necessary care, by eriisg that a lawful basis for processing does exist
and in particular, all necessary technological and angsational measures and security safeguards are in
place. If partners use anonymisation techniques, then #r®nymised data are not subject to the GDPR
Pseudonymisation measures can help reduce privacy risks and may constitute apregereafeguard
under specific circumstances, howevpseudonymised data are still personal data and shoulkel toeated

as such.

When personal datare processedt even for the time until its anonymisation, sugtocessing must always
have a legal basis, either laid out in the GDPR (durimgl after the project) and/or in the Directive
2016/680 (after the end of the project), as transposed irethational legislationsThe legal bases may also
be found in other relevant legal instruments, for instance domestic laws about dsgeceéption and
retention. Under GDPR, during the research phase the sole legaidtme consent of the data subjects
(Article 6(1)(a) GDPR), whereas after the research phase, the most relevant legal grounds seeneto be th
consent of the data subjects and the existence of a legitimate interest (Article 6(1)(f) GDPR).

When the processing falls under the scope of Directive 201&6®8is lawful only if and to the extent that

it is necessary for the performance of a task carried outdygompetent authority for the purposef the
prevention, investigation, detection or prosecution of crimal offencesor the execution of criminal
penalties, including the safeguarding against and the prevention of threats tiicpsdrurity, andhat is
based on Union or Member State la®onsent of the data subject can never in itself constitutdegal

511n general, the Information Commissioner’s Officer’s websiteoffetailed guidance and checklists, when issues
arise in relation to personal data definitions.
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ground for the processing of data in the context of the Ditiee. Where the data subject is required to
comply with a legal obligation, it should be understood that the data subject has nongesmil free choice.
The roles of the research partners in the data procegsshould be clarifiedData controllers in the project
are required to register with their national supervisory authorities, wherever necessary qihajp Data
Protection Officer to assist them with their compliance duties throughout the projegireparation of the
Data Protection Impact Assessment that will be conducted in D3.4, whenever partnersohdeal twith
personal data processing, should be able to provide a systematic descriftioime oprocessing; to
demonstrate that the nature, scope, context and purposes of the processing leavetéken into account;
to keep record of the specific personal data, recipients and period for which the pedataadre stored; to
identify the assets on which personal data rely (hardware, software, networks, etc); and tot@akedount
approved codes of conduct, if any.

Moreover, in all stages of the project data controllers must assesscessity and proportionality of
processing, by determining the specific measures envisagedcomply with the GDPR principles:
demonstrating a specified, explicit and legitimate purpose and guaranteeing lawfulfasgss and
transparency of processing, data minimisation and accuracy, limited storage duration,edatitysand
accountability. Without prejudice to exemptions applied in the specific contex@agh casethe data
controllers must also take all necessary measures to safeguard tiletsi of the data subjectsby ensuring
that the rights to information (Articles 12, 13 and 14 GDPR) and access (Articles 15 reé@#iBation and
erasure (Articles 16, 17 and 19 GDPR) as well as the rights to object and restrict the pr@éetsiad.8, 9
and 21 GDPR) are properly communicated to the data subjects, and can be fully enfopegdonal data
areto be transferred to a third country outside the EU, the data controller must make sure that all safeguards
surrounding international transfers are provided (Chapter V GDPR

The Cyber-Trust as a research project should implemtiet notions of data protection by design and by
default, as introduced in the GDPR. Doing so, for instance, by designitmpthie a manner that is able to
detect and record activity that is highly likely to be of criminal nature, the chances are highén¢hage of
the tool in a particular circumstance will be deemed as being proportional.l&€edo engage privacy
enhancement tools could hawsa result that the Cyber-Trust prototype would be used only in the gravest
of contexts and would reduce both its appeal and potential uptake.

If risks to the rights and freedoms of data subjects are identifiehey should be managed promptjyand
the origin, nature, likelihood, particularity and severity of the risks shoeldidtermined, in particular in
relation to incidents of illegitimate access, undesired modification, or dsagmce of data. The data
controllers should take into account the potential impact of those risks to thesignd freedoms of the data
subjects and have in place sufficient countermeasures to mitigate them. Whenever suffigaatinas to
reduce the risks to an acceptable level cannot be identified, consultation watlsupervisory authority is
required.Pseudonymisation, encryption as well as data minimisatj@versight mechanisms, etare only
indicative examples }( %0 % E}% E] & u *pE U AZ] Z u ve & 5§ SE%OE o & } 55 "X
implementation of appropriate measures depends on the context ane tlisks, specific to each processing
operation 5*?

8.1.3 Cybercrime and cybersecurity

The regulatory framework regarding cybersecurity and cybercrime is relevant for thex-Oylst project
with regards to its end-users and the potential launch of the tool. The CounEilropeConvention on
Cybercrimeas well as th&U Directives 2013/40 on attacks against information systesnsl 2016/1148
concerning measures for a high common level of secuatynetwork and information systems across the
Union (NIS Directive)n conjunction with the relevant implementing Regulation 2018/151, thee legd
instruments of higher importance for the project. In order for Cyber-Trust partreeechieve an effective
design, it will have taletermine early its area of actionin other words the types of cybercrimes that it will
try to detect and mitigate, taking into account what is accepted as cybercrime idiffieeent jurisdictions

512 Article 29 Data Protection Working Party, Guidelines on Data Protection Impact Assessment (DP £y anirirttp

AZ 8Z & % E} e+]vP ]* "0]l 0C 8§}  *pos ¢ Z PP SE I d@d|edHi 4 Kpyil FD%E}+ * }
17/EN WP 248 rev.01, p.19-21.
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where the system will be deployed as well as its end-users and the exact purposes offits istance, for
law enforcement purposes). It is underlined that not all types @ w ]+ }juu}lvoC %0 S e N C &
in non-legalese are legally prosecuted.
National legislations were adopted the last yearbased on the obligations introduced by the legal
instruments mentioned above. Since all these instruments require acts from the side of theév&tates
in order to be fully transposed into national law and at the same time permit Statepttor derogations
regarding specific provisions, the European legal framework is not harmonised. Ne@sstmost of the
examined states seem to follow or intend to adopt similar apprdes and their domestic laws cover to an
extent and with only few exceptions all the criminal offencedentified in the EU law namely: a. illegal
access to information systems; b. illegal system interference (by ingutomputer data, transmitting,
damaging, deleting, deteriorating, altering or suppressing such data, rendermacdessible which could
result in seriously hindering or interrupting the functioning of an inforomatsystem) c. illegal data
interference; d illegal interception of non-public transmissions of computer data and mlBEignetic
emissions from an information system carrying such data e. illegal pnowktools used for committing the
aforementioned offences; f. incitement, aiding and abetting by natural and/or legal pergocommit all
the aforementioned offences as well as attempt to commit offences covered under b dimiefore, the
]JE S]1A Tiiildi EJulv o]e » 3Z pe }(u o] 1}pes *}OSASESY 1 }JAE ¢ (“AVE A
obtained computer passwords, while includes the obligation of the Member Stataslect basic statistical
data on cybercrime.
The same observations, as above, apply to the implementation of the NIS Directateimal law; however,
the transposition of the NIS Directive is still pending many EU Member Statesncluding Greece, The
Netherlands and Luxembourg. As a first step though, most states have already addatiehal
Cybersecurity Strategies, which constitutes one of the requirements of the NIS Directive.
Some indicative recommendations, with regards to cyberthreat intelligence toolssaged to be used or
created by the Cyber-Trust project for the prevention, detection and mitigation arcyimes A platform
that includes information on threatghat could allegedly deploy malicious attacks or are related to alleged
malicious activity, including profiled or blacklisted devices or IP addresssgedrfor the Cyber-Trust
purposesneeds to be kept ugeo-date and accurateto as great an extent as possible. As there will always
be a margin of false alertg, balancing exercise is needed to weigh up the risksising the data on this
platform for further cyberthreat intelligence purposeBrofiling techniques based on the use of automated
tools carry potential risksnot only because individuals might not expect their personal informatidmeto
used in such a way and might not understand how such processes worksbuiesausealecisions taken
may lead tosignificant adverse effectsfor instance, the application of increased security measures or
surveillance by competent authorities. Even where national laws provide excepsaitable safeguards
must be put in place for the rights and freedoms of data subjedts;luding the right to obtain human
intervention, in particular, to express his or her point of view, to obtairexplanation of the decision or to
challenge it.
Moreover, since cyberthreat intelligence information is going to beectdd from various sourceshe
partners should make sure that personal data that may be fouddring the searches are obtained by
lawful means by the organisation that provided the data todhspecific website, on an appropriate legal
ground (such as consent, legal obligation, or public task of the coltér) and that the data shared via the
portal or website are proportionate A casd3y-case analysis is particularly important regarding web crawling
(JE 3§ ~AJo o ]v 8Z %pu o] }u ]v_U e]vcranderE ir exdmle, niy raije A
questions of purpose limitation as well as accuracy of a databasegteguh such a manneAlthough there
is no specific law against scraping or using pulgliavailable information which has been obtained through
the use of scraping tools, an assessment of whether there is an infringememiobhas to take place on a
caseby-case level questions to be asked are to what extent is the data the result of creative input and
therefore protected by copyright; or what amount of data are being scraped, and is thserprohibited in
the terms and conditions of the website or the website requires specific access rights.
Inspection techniques based on IP headers and in paitc, those based on deep packet inspection involve
the monitoring and filtering of a vast amount of datand may havesevere implications in terms of privacy
and data protection, as well as confidentiality of communigans. The implications might be broader since,
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depending on the effects pursued with the monitoring and interception, it is not the $ammerely inspect
communications, for example, to ensure the proper function of a system, and to inspectwtoations to
apply policies which may have an impact on individuals, for instancevoehforcement purposes. The
correct application of monitoring, inspection and filtering techniques mestdnducted in compliance with
the applicable data protection and privacy safeguards, which lay down limits as to whheaiome and
under which circumstancesinder data protection legislation, the processing of persémiata, such as in
this case the processing of traffic and communication data, uggs an adequate legal groundpecific
requirements may apply in certain cases, depending on the type of personal data that aresptbces

8.1.4 Electronic evidence

One non-legal definition of electroni A] v E U « (}oo}A*W ~ vC JVv(}EuU 3]}v }( ¢
valueth § Je u v]%po § U P v & § SZEIUPZU <3} E }VEE] JuARv]. X8dZ C
Cyber-Trust prototype, with the use of cyberthreat intelligence tools, aims teatdiorensic evidence,
admissible in EU courts, that links cybercriminals to specific threats and incid&n¢g the rules and
principles governing the admissibility of evidence abe found in the national codes of criminal law and
criminal procedure, the Cyber-Trust partners will hate consider the regulatory framework of every
jurisdiction where the evidence is to be submittedNevertheless, both at European Union and Council of
Europe levelthere is at the moment a legislative effort to harmonise the nalgtory frameworks with
regards to evidentiary lawincluding electronic evidence. At Member State level, only a few coun@ies h
modernised their legal systems to include technological developments. Howiireemajority still uses
outdated or old laws, implementing them on electronic evidence by analogy.

Given the nature of electronic evidence, risks are higheith regards to the fair management and
presentation of evidence, including falsifying, destrogjirand manipulation of evidencer-urthermore, the
complexity of electronic evidence means that is not only the risk of falsification greatedso the risk that
criminal proceedings become derailed or halted because of procedural irregularitethdtefore significant
in such cases that great attention is given to the procedural requirements in place iarieufar context

in question.There is a number of implicit general principles whittte European Court of Human Rights has
recognised to apply on the collection and use of evidenin criminal proceedingsgontributing to the
interpretation of the relevant domestic lava. fairness of the proceedingss a whole, implying that any
evidence has been collected in a lawful way and without violating the riglatéraadoms of the defendant,
irrespective of whether the evidence holds truth; quality of the evidentiary material,in other words,
reliability or accuracy of evidences. appropriate oversight of surveillance activitieby competent
monitoring authorities be it a judge or a prosecutdr;special investigation methods should not incite
criminal activity.

Moreover, even though it is not possible to refer to a pan-Europeancgapr, there is a number of principles
and good practices which seem to apply in most jurisdictidwsording to ENISA’s guide on electronic
evidence from 2014, there are five internationally acceptedirziplesthat are considered a good basic
guideline for the collection and use of electronic evidence. These are related. tdata integrity
(documentation of the chain of custody is crucial for ensuring the authenticity of theriady material, in
particular, if alterations were unavoidabld),audit trail (chain of evidence, for the preservation of integrity),
c. specialist suppor{forensics experts should seek assistance from specialists, if necessary, to ensure the
right handling of evidencedl. appropriate and constant trainingand e. legality (seeking proper legal
guidance, depending on the jurisdiction). It is of paramount importance that anyondlingrelectronic
evidence prior to their examination, tredtin such a manner that will give the best opportunityrecovered
evidentiary data to be admissible in later proceedings.

As for the storage of the evidence material in a blockchain applicatierpartners should consider whether
they will make use of a public, private or hybrid blockdhasolution. Depending on this choice, there will
be different legal implications, for instance with regards to identifying the data controlledgpasdictional
guestions, in particular in the case of permissionless blockchBmespartners should, moreover, take into
account that as long as personal data are stored in tHedichain (irrelevant of which form they have:
plain text, encrypted text, hashes, or public keys), the GDPR mahgince pseudonymised data are still
personal data.Data protection enhancing solutions should be exploredr example, concerning whether
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personal data could be stored off-chain and linked to the blockahaimugh a hash pointer; metadata should
also be treated promptly as it could reveal personal information even whersopal dataare not directly
stored on-chain. Unlike other personal data, public keys cannot be moffechain. Tius other GDPR-
compliant solutions should be considered. As for the admissibilityeofrenic evidence stored in blockchain,
the features of a blockchain solution, seem in principte, support ENISA’s abovementioned principles
concerning storage and chain of custodgpwever, it is highlighted thatelevant case law is yet to be
formed and specific guidance from competent authorities to be giygroviding more certainty and a
degree of standardisation in the field.

8.2 Final remarks

This deliverable provided in broad terms an initial examination of the legal and ethical ledn@fevant to
the Cyber-Trust project. It is important to stress that this is not a contextual amafshe legal issues
triggered by the Cyber-Trust system, which will be subject of the upcomiivg@sdles, but rather a broader,
holistic discussion of the relevant frameworks that sliobk taken into consideration throughout the
project.

Part A of the deliverable bag with an examination of the ethical aspects of the project, particularly the
need to measure the importance of privacy against the equally important \a&flegbersecurity, given the
subject matter of this project. Part B described the data protection regime potentiallycapi# to Cyber-
Trust, whereas Part C offered a more detailed insight into the legal frameworks relevant to titegimggof
cybercrime and cybersectyiin Europe. Part D provided an initial look at the legal regime of electfoni
digital) evidence in Europe.

By outlining thekey legislative requirements that are likely to appiythe Cyber-Trust project, the main aim
of this deliverable was to provide input for tasks T5.1 and T6.1 on cyberttimedigence information
gathering and privacy-preserving device profiling respectively. These talsksewiecessarily restrained
based on what is legally and ethically permissible. Appropriate practicddeghnical measures will be
implemented with regards to data collection from various sources, that willtraidegal requirements
pertaining to the use of personal data.

The Deliverable D3.1 will be the basis for D3.2 concerning the legal analysis sé thieawvidence material,
D3.3 concerning concrete recommendations for the design of the Cyber-Trustrpladfad its other tools
and D3.4t the first data protection impact assessment carried out during the design phase of the project.
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